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Frågor
1. Har du avlagt masterexamen?

Ja Rätt svar

2. Vid vilket universitet har du avlagt masterexamen?
Bauman Moscow State Technical University

3. Ange namn på din(a) referens(er).
Vadim V. Veltischev 
Sergey A. Egorov
Alexey A. Makashow

4. Vilket är det främsta skälet till att du söker denna tjänst?
The theory of automatic control was my favourite subject at the university. That is why I want to continue my research in this field as a
PhD student.
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Dear Sir/Madam,  

I got very encouraged and inspired when I found an open PhD student 
position in Automatic Control at Lund University. I find myself as an active, 
enthusiastic, and hardworking person who has a strong addiction to science. 

I studied at the Bauman Moscow State Technical University (BMSTU), 
"Underwater robots and vehicles" department at the specialist degree 
program for six years (it is an analogue of a bachelor’s and master's degree in 
Russia). 

Besides being a student, I was working in the Research Institute of 
Special Machinery, Department of Underwater Robotics. My major both at 
university and at work was the control systems engineering. My main duties 
included mathematical modelling of the vehicle’s movements development. I 
worked with the programming and simulations software MATLAB, sensor 
fusion, programming (C++) and testing of the proposed algorithms, bench and 
field-trials of complex systems. Development of complex systems gave me a 
valuable experience of work both independently and as a team member of 
professionals from different fields. 

During my university years, I demonstrated not only excellent academic 
results but also a desire to broaden my horizons in science. I took part in 
conferences and published my research results in scientific journals. After 
graduation, I decided to continue my work with research about motion control 
of that special Remotely Operated Vehicle for periodic monitoring of the 
technical conditions of such underwater structures as ship hulls, harbours, 
pipelines, etc. It became the starting point of my career as a teacher as well. 
Nowadays, when the prototype of that remotely operated vehicle was 
successfully tested, I can return to my dream of getting a PhD degree in the 
field of automatic control.

I have to admit that underwater robotics is an interesting but highly 
specialized field and I wish to work on a larger scale, in the scientific field with 
a cut of the edge investigation and in the international collective. From all my 
life experience I know that my curiosity, assertiveness, goal-orientation and 
active life position always helps me to get to the bottoms of all the difficult 
questions. That is why I truly believe that becoming a PhD student at the 
Department of Automatic Control is the perfect opportunity where I can work 
with enormous motivation and fulfil my potential.

Sincerely,
Olga Gladkova.
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Olga Gladkova

Address: 105037, Russia, Moscow, Zavodskoi proezd, 3, app.2 
Telephone: +7 985 191 28 27
E-mail: gladkova.olga.ig@gmail.com
Date of birth: 31 December 1991

Research interests
Control theory, simulations and modeling, robotics.  

Education
September 2008 – July 2014: Specialist / Master’s degree in Engineering, 
speciality – Mechatronics and Robotics, Bauman Moscow State Technical University 
(Mechanical Engineering Faculty, Department of Underwater Robots and Vehicles).
Principal subjects: Control theory; electronics.
GPA: 5.0 out of 5.
October 2015 – October 2019: High-Research teacher, Bauman Moscow State Technical 
University (Mechanical Engineering Faculty, Department of Underwater Robots and 
Vehicles). 
Awards: 2011 – Schlumberger Scholarship award in recognition of talent and 
perseverance in science and engineering; 2012 – personal scholarship of Imperial 
Technical College Club (Bauman Moscow State Technical University); 2012 – President 
of Russian Federation grant.
Publications list appended below.

Work experience
September 2010 – present: Bauman Moscow State Technical University (Research 
Institute of Special Machinery, Department of Underwater Robotics), Moscow, Russia
Research Fellow 
Duties included:

� control systems engineering: development of motion control systems of remotely 
operated vehicles (with different types of propulsion systems), sensors selection 
and processing (sensor fusion, calibration), prototype design, programming and 
testing proposed algorithms, bench and field-trials of complex systems;  

� analyzing data: updating knowledge database, working with datasets from 
simulations and trials, troubleshooting, making research, preparing reports.

� electronic engineering: development of special electronic devices for underwater 
robots (f. e. compact control unit for zoom and focus drives of a video camera, 
digital interface modules with RS-485 and RS-232, power boards) including 
components selection, PCB layout, controllers programming and debugging.

September 2015 – present: Bauman Moscow State Technical University
Research teacher at the Department of Underwater Robots and Vehicles
Duties included:
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� managing seminars at “Introduction to profile training” and “Control of Robots 
and Robotic Systems” courses;

� supervision: bachelors pre-diploma projects and final qualifying works (4 B.Sc. 
qualification works, 3 of those with distinction);

� research: developing and testing new algorithms of unmanned underwater 
vehicles motion control; publishing obtained results.

Courses and trainings
2013 – “Student of Business Administration” course: personal effectiveness, business 
effectiveness, international business; “Recruiter” course of volunteer’s center “Kazan 
2013” (the XXVII Summer Universiade). Volunteer: Greenpeace Russia.

Personal skills and competencies
Native language: Russian.
Other languages: English (Upper Intermediate); practice at International Workshop 
“Space Development: Theory and Practice” (2010), “Work and Travel USA” (2011).
Technical skills and competences: analytical skills (performing research, understanding 
of sophisticated technical solutions, analyzing data, exploring the ways of systems 
improvement).
Social skills and competences: a flexible team player with an excellent ability to adapt 
to various working conditions. These skills were gained through my experience in 
development and testing complex systems and because of communications with 
different types of people and professionals from various fields (electronics, software, 
design, management, etc.).
Organizational skills and competences: responsible and organized person with the 
ability to enhance these skills of the team members (and/or students).
Computer skills and competences:

� numerical-analysis and simulation software (MATLAB, Mathcad);
� CAD and 3D graphic products (AutoCAD, SolidWorks);
� programming skills (C++ with QtCreator IDE, Assembler);
� distributed version control systems (Git), issue tracking software (Jira);
� electronic design automation software packages (P-CAD, Altium Designer);
� excellent command of Microsoft Office tools (Word, Excel, PowerPoint, Visio);
� a user of OS Linux, QNX, Windows.

Other skills and competences
Driving license: B category.

Interests & extra information
Scuba diving (OWD certificate from SSI), mountaineering and rock climbing, hiking, 
ecotourism, swimming, surfing, kitesurfing, yacht sailing.
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Publications (https://bit.ly/33ADQwP):
1. Prospects of underwater gliders usage  

Author(s): Gladkova O.I. 
Student scientific spring 2010: Collection of abstracts of the university scientific and 
technical conference, April 1-30, 2010 / Bauman Moscow State Technical University, 
Moscow, 2010. T.10, part 2. pp. 302-303. (in Russian)

2. Using underwater gliders to study the ocean of Jupiter's moon "Europa" 
Author(s): Gladkova O.I., Igritsky V.A.  
Actual problems of Russian cosmonautics: Proceedings of XXXV Academic Readings on 
Cosmonautics / Edited by A.K. Medvedeva. - Moscow: Commission of the Russian 
Academy of Sciences on the development of the scientific heritage of pioneers of space 
exploration, 2011. 624 p. (in Russian) 

3. Monitoring and control system for lithium-ion batteries in remotely operated and 
autonomous unmanned underwater vehicles  

Author(s):  Gladkova O.I., Shipovskoi D.M. 
Online journal “Youth science and technology newsletter, Bauman Moscow State 
Technical University, No ФС77-51038. ISSN 2307-0609” [electronic resource]. Moscow: 
BMSTU. 2013. No.12. URL: http://ainsnt.ru/doc/641120.html (date of access 
09.09.2020). (in Russian)  

4. Investigation of the mutual influence of the control loops of the autonomous 
unmanned underwater vehicle "Imperator" taking into account the peculiarities 
of the organization of its propulsion and steering complex  

Author(s): Gladkova O.I. 
Online journal “Youth science and technology newsletter, Bauman Moscow State 
Technical University, No ФС77-51038. ISSN 2307-0609” [electronic resource]. Moscow: 
BMSTU. 2014. No.8. URL:  http://ainsnt.ru/doc/724988.html (date of access 
09.09.2020). (in Russian)  

5. Information and control system of a hybrid remotely operated vehicle  
Author(s): Gamazov N.I., Gladkova O.I., Egorov S.A., Lyamina E.A. 
Modern methods and means of oceanological research: Proceedings of the XIV 
International Scientific and Technical Conference "MSOI-2015". Moscow: IO RAN, 2015. 
- T.2. pp. 209-213. (in Russian)  

6. Features of development and testing of the information and control system of a 
hybrid remotely operated vehicle  

Author(s): Gamazov N.I., Gladkova O.I., Inozemtsev V.V., Egorov S.A., Lyamina E.A. 
Sixth Russian Scientific and Technical Conference "Technical Problems of World Ocean 
Development" (TPOMO-6): September 28 - October 2, 2015: Conference proceedings. / 
Vladivostok: FEB RAS, 2015. pp. 401-405. (in Russian)  

7. Underwater Survey of Vessels with Robotic Technology  
Authors: Veltischev V.V., Egorov S.A., Gladkova O., Grigoriev M., Baskakova E.V. 
Underwater investigations and robotics: a scientific and technical journal about 
exploration ocean problems. / FEB RAS. 2016. Vladivostok: Dalnauka. 2016, No. 1 (21). 
pp. 15-24. (in Russian) 



Page  4/4

8.  Mathematical model of curvilinear movement of remotely operated vehicle with 
a hybrid propulsion system  

Author(s): Veltischev V.V., Gladkova O.I., Mashkov K.Y. 
Collection of scientific articles “TRUDY NAMI”. 2017. No. 3 (270). pp. 82-90. (in Russian) 

9.  Application of hybrid propulsion UUV for ship hull survey without dry docking  
Authors: Gladkova O.I. 
Transactions of the Krylov State Research Centre. 2018; special issue 1.  DOI: 
10.24937/2542-2324-2018-1-S-I-213-223. pp. 213-223. (in Russian) 

10. Development of an Information Control System for a Remotely Operated 
Vehicle with Hybrid Propulsion System  

Author(s): Gladkova O.I., Veltischev V.V., Egorov S.A. 
Robotics: Industry 4.0 Issues & New Intelligent Control Paradigms. Springer. Cham. 
2020. DOI: 10.1007/978-3-030-37841-7_17. pp. 205-217.
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Frågor
1. Har du avlagt masterexamen?

Nej Fel svar

2. Vid vilket universitet har du avlagt masterexamen?
Huazhong University of Science and Technology

3. Ange namn på din(a) referens(er).
Housheng Su, Zhigang Zeng

4. Vilket är det främsta skälet till att du söker denna tjänst?
The position at LTH is very attractive to me. I am willing to devote most of my time to the corresponding research project for pursuing a
PhD degree.
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Cover Letter 

I am applying for a position as PhD student at the Department of Automatic Control because 
the requirements of this position are very attractive to me. I am willing to devote most of my 
time to the corresponding research project, and I am also willing to spend part of my time on 
courses learning, and the teaching part is what I am willing to do due to my experience as a 
teaching assistant in graduate school. 

My interests are designing distributed and advanced control methods for multiple multi-agent 
systems based on the knowledge of control theory, stability theory, and game theory. Due to 
my strong interest in mathematics and robotic coordination, I got a B.E. in automation in the 
School of Artificial Intelligence and Automation, where I am pursuing my master's degree in 
control science and engineering. For three years, I have been designing suitable control 
algorithms for several types of multi-agent systems to achieve an agreement about certain 
interest such as consensus or containment. So, I am very familiar with the knowledge about 
algebraic graph theory, control theory and stability theory. After unremitting research on the 
above issues, I have achieved some output with 8 publications in the international journals, 
which are about multi-agent systems with sampled data control, intermittent control, switched 
dynamics and so on. 

Robotic coordination and social networks do not take full advantages of those advanced control 
methods in combination with game theory and machine learning insights. However, there are 
many problems in these networked systems that need to be optimized, such as time delay, 
nonlinear disturbance, unreliable information channels, coupling constraints and input 
constraints, etc. Due to the complexity of multi-agent systems, to make systems stable or 
achieve certain interests is much more challenging, this is what attracts me most about this 
research. Using control theory and the related knowledge of optimization to solve coordination 
problems for multi-agent systems is also what I particularly want to study during my Ph.D. 
career. This is related to what I studied before and is a more challenging cross-cutting field that 
I have been fascinated with for many years, so I want a breakthrough in this area. I want to take 
my full advantages of the knowledge about algebraic graph theory, control theory and stability 
theory to conduct theoretical and algorithmic research on multi-agent systems, utilizing ideas 
from sampled data control, iterative learning, game theory and optimization.  

As I became more interested in these research areas, I investigated the project groups at Lund 
University. The research carried out at LTH is of a high international standard, standing out as 
doing work I would like to be involved in.  

In conclusion, I am an experienced student ready to enter the academic field with the support 
of the excellent researchers at LTH. The research carried out at LTH matches my research goals, 
and I feel that my research experience would be a benefit for your department. I hope I can 
have this opportunity to enter this department to fulfill my academic dream. 
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Curriculum Vitae                                                                 

Yifan Liu 
Address: Wuhan, China 
Telephone: (86) 159-2642-4938 
Email: liu_yifan@hust.edu.cn 

EDUCATION BACKGROUND 
Huazhong University of Science and Technology, Wuhan, China 

M.S.E., Control Science and Engineering, in School of Artificial Intelligence and Automation 
Advisor: Prof. Housheng Su 
Expected June 2021 

 
Huazhong University of Science and Technology, Wuhan, China 

B.E., Automation, in School of Artificial Intelligence and Automation 
June 2018 
Thesis: Second-Order Consensus for Multi-agent Systems via Intermittent Sampled Position Data 
Control. (IN CHINESE) 

SKILLS 
• Proficient in MATLAB, familiar with Mathematica, proficient in C Programming 
• Familiar with design based on MCU, PID control design in process control system 
• Proficient in writing with Latex 
• Fluent in English and native Mandarin 

AWARDS 
National scholarship for Postgraduates                                                                               2019, 2020 
Only 5 of 400 students in Graduate School of Artificial Intelligence and Automation awarded 
 
Merit Student for Postgraduates                                                                                                    2019 
Less than 15% of the total number of graduate students in my grade awarded 
 
First Prize of "Siemens Cup" China Intelligent Manufacturing Challenge                              2017 
Participated in the preliminary competition of continuous process design and development as the main 
participant 

 

RESEARCH INTERESTS 
• Stability analysis and control of switched systems 
• Reinforcement learning, especially Q-learning method 
• Modeling and control of a system/process model  
• Distributed cooperative control of multi-agent systems 
• Discontinuous control strategies such as sampled data control, intermittent control 

PROJECT EXPERIENCES 
Researcher, The Edge-Consensus Control in Networked Multi-agent System                      2018-2020 
(Program of National Natural Science Foundation of China) 
For networked multi-agent systems, based on the fact that information is difficult to obtain continuously 
in real life, some novel discontinuous control strategies are proposed, such as sampled position data 
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control, intermittent control, etc., which achieve breakthroughs in controller methods of agent. In this 
project, I have improved my ability of C programming. Besides, I can use MATLAB more proficiently 
and I have a deeper understanding of control methods. 
 
Researcher, Continuous Process Design and Development in "Siemens Cup" China Intelligent 
Manufacturing Challenge                                                                                                                    2017 
According to the industrial process given in the competition, by analyzing the characteristics of the 
process and the object, we designed the control method of the process and put it into operation, which 
satisfies all indicators (steady-state indicators, dynamic indicators, accumulation indicators, and safety 
indicators). In this project, I learned how to select appropriate data or sensors to monitor and model the 
process and how to satisfy all the control objectives by design the suitable control methods. 

PUBLICATIONS 
1) Yifan Liu, Housheng Su and Zhigang Zeng, "Second-Order Consensus for Multi-agent Systems 

with Switched Dynamics," in IEEE Transactions on Cybernetics, doi: 
10.1109/TCYB.2020.3015977. 

 
2) Yifan Liu and Housheng Su, "General Second-Order Consensus of Discrete-time Multi-agent 

Systems via Q-learning Method," in IEEE Transactions on Systems, Man, and Cybernetics: 
Systems, doi: 10.1109/TSMC.2020.3019519. 

 
3) Yifan Liu and Housheng Su, "Second-Order Consensus for Multi-agent Systems with Switched 

Dynamics and Sampled Position Data," in IEEE Transactions on Systems, Man, and Cybernetics: 
Systems (submitted). 

 
4) Yifan Liu and Housheng Su, "Necessary and Sufficient Conditions for Containment in Fractional-

Order Multiagent Systems via Sampled Data," in IEEE Transactions on Systems, Man, and 
Cybernetics: Systems, doi: 10.1109/TSMC.2020.2997294. 

 
5) Housheng Su, Yifan Liu and Zhigang Zeng, "Second-Order Consensus for Multiagent Systems 

via Intermittent Sampled Position Data Control," in IEEE Transactions on Cybernetics, vol. 50, 
no. 5, pp. 2063-2072, May 2020. 

 
6) Yifan Liu and Housheng Su, "Containment Control of Second-Order Multi-agent Systems via 

Intermittent Sampled Position Data Communication," in Applied Mathematics and Computation, 
vol. 362, Dec. 2020. 

 
7) Yifan Liu and Housheng Su, "Some Necessary and Sufficient Conditions for Containment of 

Second-Order Multi-agent Systems with Sampled Position Data," in Neurocomputing, vol. 378, 
pp. 228-237, Feb. 2020. 

 
8) Yifan Liu and Housheng Su, "Some Necessary and Sufficient Conditions for Containment of 

Second-order Multi-agent Systems with Intermittent Sampled Data," in ISA Transactions, doi: 
10.1016/j.isatra.2020.08.014 

 
FULL CITATIONS: 39 
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REFERENCES 
            Prof. Housheng Su 
            Telephone: 027-87540210 
            Email: houshengsu@qq.com 
 
            Prof. Zhigang Zeng 
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GRADUATE SCHOOL ACADEMIC RECORD

Name: Liu Yifan
Student ID: M201872770
College: School of Artificial Intelligence and Automation
Major: Control Science and Engineering

Date of Enrollment: September, 2018
Date of Printing: August, 2020
Academic Program: Master's Program

Dean: 
Graduate School

Huazhong University of Science and Technology

Page 1 of 1

NO. Courses Name Hours Credit Score Duration of Study

1 Foreign language (English) 32 2.0 exemption Autumn of 2018

2 Nonlinear Control Theoryhigh-level international courses 32 2.0 90 Autumn of 2018

3 Complex networks and controlfull English, high-level international
courses 32 2.0 100 Autumn of 2018

4 Theory of matrices 48 3.0 80 Autumn of 2018

5 AnalysisofTimeSeries 32 2.0 79 Autumn of 2018

6 Mathematical Statistics 48 3.0 90 Autumn of 2018

7 linear system theory 32 2.0 94 Autumn of 2018

8 Project Management 32 2.0 96 Autumn of 2018

9 Optimum control 32 2.0 87 Autumn of 2018

10 Information Retrieval 24 1.5 89 Spring of 2019

11 Theory and Practice of Socialism withChineseCharacteristics 36 2.0 89 Spring of 2019

12 Dialectics of Nature 18 1.0 78 Spring of 2019

Total credits: 24.50 Courses weighted average score: 88.51

Remarks: Two grading systems we employ are as follows:

1. The Percentage System: 60 is passing, 100 is full mark;

2. Two-Degree Grading: pass or fail.

3. Courses weighted average score , only count marks of the Percentage System.
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This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON CYBERNETICS 1

Second-Order Consensus for Multiagent Systems
With Switched Dynamics

Yifan Liu , Housheng Su , and Zhigang Zeng , Fellow, IEEE

Abstract—This article investigates the consensus control
problem for second-order multiagent systems with switched
dynamics, consisting of a continuous-time subsystem and a
discrete-time subsystem. Under a fixed directed topology, two
linear control protocols are proposed for achieving consensus.
One is that two subsystems use different control inputs, where
the continuous-time system uses continuous-time control, and
the discrete-time system uses discrete-time control. In order to
reach consensus for this kind of control protocol, some neces-
sary and sufficient conditions are derived. The other is to use
the same control algorithm for the two subsystems, which is a
sampled-data control input. Similar consensus conditions are also
obtained. Finally, a few simulation examples are given to verify
the theoretical results.

Index Terms—Consensus, sampled-data control, second-order
multiagent system (MAS), switched dynamics.

I. INTRODUCTION

AGROUP of autonomous agents working in the same net-
worked environment is defined as multiagent systems

(MASs). Recently, distributed cooperative control of MAS has
received great attention due to its wide applications in sen-
sor networks [1], [2]; information control [3], [4]; and so on.
Designing algorithms for MAS to accomplish specific global
control goals is the main purpose of researchers. The global
control goals include consensus problem [5], [6]; controllabil-
ity analysis [7], [8]; optimization control [9], [10]; etc.

The popular research topic in these control goals is the con-
sensus problem, which suggests that agents are able to achieve
an agreement about certain interests under an appropriate algo-
rithm. For decades, a lot of theoretical results on consensus for
MASs have been developed [11], [12]. Olfati-Saber et al. [5]
studied the consensus issues of first-order MAS (FOMAS) and

Manuscript received December 29, 2019; revised June 2, 2020; accepted
August 7, 2020. This work was supported in part by the National Natural
Science Foundation of China under Grant U1913602, Grant 61991412,
and Grant 61873318; in part by the Frontier Research Funds of Applied
Foundation of Wuhan under Grant 2019010701011421; in part by the 111
Project on Computational Intelligence and Intelligent Control under Grant
B18024; and in part by the Program for HUST Academic Frontier Youth
Team under Grant 2018QYTD07. This article was recommended by Associate
Editor L. Liu. (Corresponding author: Housheng Su.)

The authors are with the School of Artificial Intelligence and Automation,
Huazhong University of Science and Technology, Wuhan 430074, China,
and also with the Key Laboratory of Image Processing and Intelligent
Control, Education Ministry of China, Huazhong University of Science
and Technology, Wuhan 430074, China (e-mail: liuyifanhust@126.com;
houshengsu@gmail.com; zgzeng@hust.edu.cn).

Color versions of one or more of the figures in this article are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCYB.2020.3015977

obtained an important distributed condition suggesting that
the FOMAS can reach consensus if a spanning tree always
exists in the networked topology. Recently, the research of the
consensus issues for FOMAS has been widely investigated
in [13]–[15]. Considering the reality, second-order consensus
algorithms should be paid more attention to because some typ-
ical models, such as mobile robot dynamics models, can be
linearized into double integrators. The consensus for second-
order MAS (SOMAS) means that a set of agents controlled
by double integrators is able to achieve agreement on certain
states. For the consensus of FOMAS, the convergence result is
usually affected by the network topology. As for the consensus
of SOMAS, the convergence result will be affected not only
by topology but also by the coupling strength of the system. In
this case, a lot of literature was studied in [16]–[20] to reach
second-order consensus for MAS, which is more challenging
than the first-order consensus.

In reality, continuously measuring information is quite dif-
ficult because of unreliable information channels and limited
network transmission bandwidth. Therefore, using sampled-
data control is more practical with more advantages like
robustness. Besides, the sampled-data control method was used
in many practical systems, such as radar tracking systems and
power systems. Recently, researchers have widely studied the
sampled-data control problem for SOMAS to achieve consen-
sus. Some novel conditions were achieved by the methods like
zero-order holds and direct discretization in [21]–[23]. To deal
with the problem that time-varying topology or communication
delays occurred in MAS, the method of sampled-data control
was discussed in [24]–[27]. Hong et al. [28] proposed a novel
protocol to solve the problem to measure speed data with only
current and some sampled previous position data used. More
results about achieving consensus for FOMAS or SOMAS via
sampled-data control were discussed in [29]–[32].

Consider that all of the above works are only relevant
for continuous-time (CT) MAS or discrete-time (DT) MAS.
However, switching is a common phenomenon in reality.
Not only can switching behaviors occur in network topology
but also in the dynamic behaviors of agents. Many real-
world processes and systems can be modeled as switching
systems, such as power systems, aircraft, and air-traffic con-
trol systems, automatic speed control systems, and many other
fields. Considering a UAV formation, each agent is equipped
with a hybrid quadrotor (HQ), which is an innovative airframe
technology that combines the vertical takeoff and landing
capabilities of a quadrotor and the efficiency, speed, and the
range of a normal fixed-wing aircraft. Since the advantages

2168-2267 c⃝ 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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of a quadrotor and a normal fixed-wing aircraft are obviously
different and complementary, in order to realize the specific
coordination tasks of takeoff, navigation, and landing, the UAV
formation switches between the quadrotor control system, the
fixed-wing platform control system, and the quadrotor control
system. This is a typical example of a kind of switched MAS
that switches its dynamics in order to achieve different coor-
dination tasks. In this article, a novel type of switched MAS
is proposed, in which the dynamics of agents switch between
CT dynamics and DT dynamics. In real life, some systems are
multimodel in nature, where CT-DT switched behaviors usu-
ally occur. Taking a CT plant as an example, it is controlled by
physically implemented regulators or computer-implemented
regulators, and there are switching rules between the regula-
tors. Since the controller can only be implemented in a DT
model in any computer-aided system. In this kind of system,
when the sampling period is not necessarily small, only the
changing values at the sampling points need to be dealt with
and the discretization model of CT dynamics needs to be con-
sidered accordingly. On the contrary, when the entire system
requires more precision and the sampling period is necessarily
small, we need to deal with the values that change at all times
and consider the CT dynamics model accordingly. Therefore,
this entire system is able to be regarded as a switching system
composed of a CT and a DT subsystem [33]. Liberzon [34]
proposed a concept of a hybrid system, which refers to a
system controlled by both continuous and discrete dynamics.
As is known to all, when the CT subsystem and the DT sub-
system are, respectively, stable, the CT-DT switched system
may also be unstable. Therefore, compared with analyzing
only the CT subsystem or the DT subsystem, the stability
analysis of the CT-DT switched system is more difficult. The
stability of CT-DT switched systems was studied via a Lie
algebraic method in [35]. Zheng et al. [36] combined the clas-
sic CT and DT consensus protocols to obtain a novel control
protocol to make the CT-DT switched FOMAS reach consen-
sus. Moreover, the finite-time control and quantized control
for CT-DT switched MAS to achieve consensus were inves-
tigated in [37]–[39], respectively. In addition, Zhu et al. [40]
discussed the containment conditions for CT-DT switched
SOMAS, while for general CT-DT switched SOMAS, the
containment control issue was studied in [41].

Inspired by the aforementioned works, this article investi-
gates the consensus control issue for SOMAS with the CT-DT
switched dynamic model. Unlike most of the highly related
papers, which focused more on FOMAS [36]–[39], this article
studies a new type of SOMAS with CT-DT switched dynam-
ics. Compared with the containment control issues for CT-DT
switched SOMAS [40], [41], two novel protocols are proposed
for SOMAS under a directed graph to reach consensus in our
paper. One is that CT and DT subsystems use different control
inputs, that is, the CT subsystem uses CT control, and the DT
subsystem uses DT control. So the difficulties and challenges,
such as the stability problems of the switched system, need
to be solved since a switched system may be unstable even
when all subsystems are stable. The application of the stability
principle and iterative algorithm solve this existing problem,
and some necessary and sufficient conditions are obtained for

SYMBOLS AND NOMENCLATURE

the SOMAS to reach consensus. In addition, for the proof of
consensus, we convert it into the proof of the stability of the
final states, which is, in turn, beneficial to the proof of the
stability of the switched system. The other protocol is to use
the same control strategy for both CT and DT subsystems,
that is, to use sampled-data control inputs for different sub-
systems, which is more challenging and practical because of
the wide application of sampled-data control in reality. Also,
similar conditions are derived to achieve consensus for CT-
DT switched SOMAS via sampled-data control. The specific
contributions are as follows.

1) This article is the first one to design linear distributed
consensus control protocols for SOMAS, which com-
bines classic CT and DT consensus control protocols
to overcome the problems caused by multimodel and
CT-DT switched behaviors.

2) Two novel control protocols for the SOMAS with CT-
DT switched dynamics are proposed to reach consensus.
In particular, one control protocol uses the same con-
trol strategy for both CT and DT subsystems, that is,
sampled-data control, so that the controller does not need
to switch back and forth between the two control proto-
cols when the system switches. It is more practical for
using this algorithm, and it is robust and low cost.

3) Two necessary and sufficient conditions for these two
control protocols are obtained. The network topology
and the coupling strength should be of both concern
to achieve consensus. In particular, for the protocol
that uses sampled-data control, the size of the sampling
period also has an impact on reaching consensus.

The remainder of this article is arranged as follows.
Section II shows a few crucial preliminaries. The main results
are obtained in Sections III and IV. In Section V, we pro-
vide several simulation examples. Finally, a brief conclusion
is reached in Section VI.

II. PRELIMINARIES

A. Algebraic Graph Theory

Assume that G = (V, E,A) is a digraph with a set of ver-
tices V = {v1, . . . , vN}, a set of directed edges E ⊆ V×V , and
the adjacency matrix A = [aij] ∈ RN×N . A directed edge eij
in G is defined as the ordered pair (vi, vj), which describes
information that can be passed from the latter to the for-
mer. If eij ∈ E , aij > 0, else aij = 0, and if i = 1, . . . , N,
aii = 0. Furthermore, apparently aij = aji for an undirected
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topology. The Laplacian matrix of the graph G is defined as
L = [lij] ∈ RN×N , in which

lij =
{∑

j∈Ni
aij, i = j

−aij, i ̸= j.

An undirected graph with paths between any pair of differ-
ent nodes is called connected. A connected subgraph without
cycles is called a tree. In a directed graph, a directed tree
containing all nodes in G is called a directed spanning tree.

B. Formulation

The second-order dynamic is considered for MAS, where
the CT-DT switched dynamics will be applied to all agents.
The CT dynamic is described as

{
ẋi(t) = vi(t)
v̇i(t) = ui(t), i = 1, 2, . . . , n

(1)

and the DT dynamic is described as
{

xi(tk+1) = xi(tk) + vi(tk)
vi(tk+1) = vi(tk) + ui(tk), i = 1, 2, . . . , n

(2)

where xi(·) ∈ Rn, vi(·) ∈ Rn, and ui(·) ∈ Rn are the posi-
tion state, the velocity state, and the control input of agent i,
respectively. For convenience, n = 1 is studied in this article.
The case of n > 1 can be studied by utilizing the Kronecker
product.

The linear control input is designed as

ui(·) = α
∑

j∈Ni

aij[xj(·) − xi(·)]

+ β
∑

j∈Ni

aij[vj(·) − vi(·)] (3)

where α and β are the coupling gains, · represents t for the
CT system, and represents tk for the DT system.

Definition 1: The switched SOMAS (1) and (2) is said to
reach consensus if, for any initial state

lim
t→∞ ∥xi(t) − xj(t)∥ = 0

lim
t→∞ ∥vi(t) − vj(t)∥ = 0

where i = 1, . . . , N.
A few useful lemmas and some important assumptions are

described here.
Lemma 1 [42]: For the block matrix

# =
[

#11 #12
#21 #22

]

where #11, #12, #21, #22 ∈ Rn×n, the determinant of this
block matrix satisfies det(#) = det(#11#22 − #11#22), if
W11 and W22 commute.

Lemma 2 [43]: Give a second-order complex coefficient
polynomial as

h(s) = s2 + (ϵ1 + iκ1)s + ϵ0 + iκ0

where the constants ϵ1, κ1, ϵ0, and κ0 are real. Then, if and
only if ϵ1 > 0 and ϵ1κ1κ0 + ϵ2

1ϵ0 − κ2
0 > 0, h(s) is stable.

Assumption 1: The directed graph G has a directed span-
ning tree.

Lemma 3 [5]: Under Assumption 1, the Laplacian matrix L
of the directed graph has a simple eigenvalue 0 and all the real
parts of the other eigenvalues are positive.

III. MAIN RESULTS

The CT-DT switched systems (1) and (2) are cast to
{

ẋi(t) = vi(t)
v̇i(t) = −α

∑
j∈Ni

lijxj(t) − β
∑

j∈Ni
lijvj(t)

(4)

and
⎧
⎨

⎩

xi(tk+1) = xi(tk) + vi(tk)
vi(tk+1) = vi(tk) − α

∑
j∈Ni

lijxj(tk)
− β

∑
j∈Ni

lijvj(k)
(5)

where i = 1, . . . , N.
For the CT system, let yi(t) = (xi(t), vi(t))T , A =

(
0 1
0 0

)
,

and B =
( 0 0

α β

)
. Then, the CT system (1) is

ẏi(t) = Ayi(t) −
N∑

j=1

lijByi(t). (6)

Let y(t) = (yT
1 (t), . . . , yT

N(t))T , then

ẏ(t) = [(IN ⊗ A) − (L ⊗ B)]y(t). (7)

The Jordan form associated with the Laplacian matrix L is
defined as J , that is, L = PJ P−1, where P is a nonsingular
matrix. Then, letting η(t) = (P−1⊗I2)y(t), the matrix form (7)
is cast to

η̇(t) =
(

P−1 ⊗ I2

)
[(IN ⊗ A) − (L ⊗ B)]y(t)

=
[(

P−1 ⊗ A
)

−
(
J P−1 ⊗ B

)]
y(t)

= [(IN ⊗ A) − (J ⊗ B)]η(t). (8)

As for a digraph G, the Jordan form can be defined as J =
diag(J1,J2, . . . ,Jr), where Jd are Jordan blocks as follows:

Jd =

⎛

⎜⎜⎜⎜⎝

µd 1 0 0

0
. . .

. . . 0

0 0
. . . 1

0 0 0 µd

⎞

⎟⎟⎟⎟⎠

Nd×Nd

in which µd are the eigenvalues of the L, with multiplicity
Nd, d = 1, 2, . . . , r, and N1 + N2 + · · · + Nr = N.

For the DT system, by similar transformation, we have

η(tk+1) = [(IN ⊗ C) − (J ⊗ B)]η(tk) (9)

where yi(tk) = (xi(tk), vi(tk))T , y(tk) = (yT
1 (tk), . . . , yT

N(tk))T ,
η(tk) = (P−1 ⊗ I2)y(tk), and C =

(
1 1
0 1

)
.

Let P = (p1, . . . , pN), P−1 = (p̃1, . . . , p̃N)T , η(·) = (P−1 ⊗
I2)y(·) = (ηT

1 (·), . . . , ηT
N(·))T , and ηi(·) = (ηi1(·), ηi2(·)).

Under Assumption 1 and Lemma 3, zero is a simple eigenvalue
of the Laplacian matrix, so (8) and (9) are cast to

η̇1(t) = Aη1(t) (10)

and

η1(tk+1) = Cη1(tk). (11)
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Lemma 4: Under Assumption 1, the CT-DT switched
SOMAS formed by (1) and (2) can achieve consensus if and
only if

lim
t→∞ ∥ηi(t)∥ = 0

lim
k→∞

∥ηi(tk)∥ = 0

where i = 2, . . . , N.
Proof:
Sufficiency: Under Assumption 1 and Lemma 3, p1 =

1N/
√

N can be defined as the unit right eigenvector of the
simple zero eigenvalue µ1 = 0 of the Laplace matrix L, where
LP = PJ and P = (p1, . . . , pN).

From limt→∞ ∥ηi(t)∥ = 0 for i = 2, . . . , N, for the CT
subsystem, one has

lim
t→∞

∥∥∥∥y(t) − 1√
N

(
ηT

1 (t), . . . , ηT
1 (t)

)T
∥∥∥∥

= lim
t→∞

∥∥∥∥(P ⊗ I2)η(t) − 1√
N

(
ηT

1 (t), . . . , ηT
1 (t)

)T
∥∥∥∥ = 0

(12)

where η1(t) satisfies (10).
From limk→∞ ∥ηi(tk)∥ = 0 for i = 2, . . . , N, for the DT

subsystem, one has

lim
k→∞

∥∥∥∥y(tk) − 1√
N

(
ηT

1 (tk), . . . , ηT
1 (tk)

)T
∥∥∥∥

= lim
k→∞

∥∥∥∥(P ⊗ I2)η(tk) − 1√
N

(
ηT

1 (tk), . . . , ηT
1 (tk)

)T
∥∥∥∥ = 0

(13)

where η1(tk) satisfies (11). Therefore, the SOMAS (4) and (5)
with CT-DT dynamics can reach consensus.

Necessity: If the SOMAS (4) and (5) can reach consensus,
then there exist two vectors y∗(t) ∈ R2 and y∗(tk) ∈ R2 such
that limt→∞ ∥y(t) − 1N ⊗ y∗(t)∥ = 0 and limk→∞ ∥y(tk) −
1N ⊗ y∗(tk)∥ = 0. Then, 0N = P−1L1N = J P−11N =
J (p̃T

1 1N, . . . , p̃T
N1N)T , from the Jordan form and Lemma 3;

thus, p̃T
i 1N = 0 for i = 2, . . . , N can be obtained. Hence,

∥ηi(t)∥ = ∥(p̃T
i ⊗ I2)y(t)∥ → ∥(p̃T

i 1N) ⊗ y∗(t)∥ = 0 and
∥ηi(tk)∥ = ∥(p̃T

i ⊗ I2)y(tk)∥ → ∥(p̃T
i 1N) ⊗ y∗(tk)∥ = 0, as

t → ∞ and k → ∞, for all i = 2, . . . , N.
Remark 1: The switching method between CT dynamics

and DT dynamics is arbitrary switching. That is to say, the
system can be controlled by CT dynamics or DT dynamics
at any time, but not both. Since the system can be controlled
only by CT dynamics or DT dynamics, the following theorem
is derived.

Theorem 1: Under Assumption 1, this CT-DT switched
MAS, formed by (1) and (2) with protocol (3), can reach
second-order consensus if and only if conditions 1) and 2) hold
simultaneously.

1)
{

α > 0, β > 0
β2

α > ℑ2(µi)

ℜ(µi)∥µi∥2
(14)

2)
⎧
⎪⎪⎨

⎪⎪⎩

β > α > 0

(2α − 2β)2
(
α − 2β + 4ℜ(µi)

∥µi∥2

)

− α · 16ℑ2(µi)

∥µi∥4 > 0

(15)

where µi are the eigenvalues of L, i = 2, . . . , N.
Proof:
Sufficiency: Meanwhile, the CT-DT switched behaviors are

meant to be simultaneous for all agents. Then, systems (4)
and (5) are rewritten as

η̇(t) = H1η(t)

η(tk+1) = S1η(tk) (16)

where

H1 = IN ⊗ A − J ⊗ B

S1 = IN ⊗ C − J ⊗ B.

For t > 0, t = tc +dh can be defined, where tc and dh repre-
sent the total working hours of working on a CT system of (16)
and a DT system of (16), respectively. Note that H1S1 = S1H1
and (16), one has

η(t) = eH1tc Sd
1η(0). (17)

Since J = P−1LP = triag{µ1, . . . , µN}, where P is a
nonsingular matrix. Then, we have

S1 = IN ⊗ C − J ⊗ B

= IN ⊗ C − triag{µ1, . . . , µN} ⊗ B

= triag
{(

1 h
−αµ1 1 − βµ1

)
, . . . ,

(
1 h

−αµN 1 − βµN

)}
.

(18)

Hence, the eigenvalues of S1 are derived by the following
equation:

det(λI2N − S1)

=
N∏

i=1

det
(

λ − 1 −1
αµi λ − 1 + βµi

)

=
N∏

i=1

det
(
λ2 − (2 − βµi)λ + 1 + αµi − βµi

)

=
N∏

i=1

hi(λ) (19)

where hi(λ) = λ2 − (2 − βµi)λ + 1 + αµi − βµi. Introducing
the bilinear transformation λ = s+1

s−1 into hi(λ), one has

wi(s) = (s − 1)2hi

(
s + 1
s − 1

)

= αµis2 + (−2αµi + 2βµi)s

+ αµi − 2βµi + 4. (20)

If αµi ̸= 0, then

w̃i(s) = wi(s)
αµi

= s2 +
(

−2 + 2β

α

)
s + 1 − 2β

α
+ 4

αµi
. (21)
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Then, w̃i(s) being Hurwitz stable can lead to hi(λ) being Schur
stable. Then, w̃i(s) is rewritten as

w̃i(s) = s2 +
(

−2 + 2β

α

)
s + 1 − 2β

α

+ 4ℜ(µi)

α∥µi∥2 + i
4ℑ(µi)

α∥µi∥2 . (22)

Then, based on Lemma 2, the following conditions should be
satisfied to make w̃i(s) Hurwitz stable:

−2 + 2β

α
> 0

and
(

−2 + 2β

α

)2

·
(

1 − 2β

α
+ 4ℜ(µi)

α∥µi∥2

)
− 16ℑ2(µi)

α2∥µi∥4 > 0.

(23)

After simplification, the DT subsystem of (16) is Schur stable
if 2) of Theorem 1 holds. Then, all eigenvalues of S1 are in
the unit circle.

Similarly, for the CT subsystem of (16), H1 is rewritten as

H1 = IN ⊗ A − J ⊗ B

= IN ⊗ A − triag{µ1, . . . , µN} ⊗ B

= triag
{(

0 1
−αµ1 −βµ1

)
, . . . ,

(
0 1

−αµN −βµN

)}
.

(24)

Then, the characteristic polynomial of H1 is that

det(λI2N − H1)

=
N∏

i=1

det
(

λ −1
αµi λ + βµi

)

=
N∏

i=1

det
(
λ2 + βµiλ + αµi

)

=
N∏

i=1

fi(λ) (25)

where fi(λ) = λ2+βµiλ+αµi. Then, fi(λ) can be rewritten as
fi(λ) = λ2 + (ℜ(µi) + iℑ(µi))βλ + (ℜ(µi) + iℑ(µi))α. Based
on Lemma 2, the following conditions should be met to make
fi(λ) Hurwitz stable:
⎧
⎨

⎩

βℜ(µi) > 0
βℜ(µi) · βℑ(µi) · αℑ(µi) + β2ℜ(µi)

2 · αℜ(µi)

− α2ℑ(µi)
2 > 0.

After simplification, we can obtain
{

β > 0
β2

α > ℑ2(µi)

ℜ(µi)∥µi∥2
(26)

which is condition 1) of Theorem 1. In this circumstance, the
CT subsystem is Hurwitz stable, that is, all the eigenvalues of
H1 have negative real parts.

Therefore, if (14) and (15) in Theorem 1 are met,
limt→∞ η(t) = 0 and limk→∞ η(tk) = 0 from (17) can be
obtained. Then, from Lemma 4, the CT-DT switched SOMAS
can achieve consensus.

Necessity: If the switched SOMAS can reach consensus
under arbitrary switching, the CT subsystem (1) and the
DT subsystem (2) can achieve consensus control asymp-
totically, respectively. Then, limt→∞ ∥ηi(t)∥ = 0 and
limk→∞ ∥ηi(tk)∥ = 0 can be easily obtained based on
Lemma 4. Meanwhile, from (16), one has

η(t) = eH1tη(0) (27)

and

η(tk) = Sk
1η(0). (28)

Hence, we can conclude that H1 and S1 are Hurwitz stable and
Schur stable, respectively, which can indicate the necessity of
conditions 1) and 2) in Theorem 1 from the above proof.

IV. CONTROL INPUT WITH SAMPLED DATA

The linear control input is designed as

u(·) = α
∑

j∈Ni

aij[xj(tk) − xi(tk)]

+ β
∑

j∈Ni

aij
[
vj(tk) − vi(tk)

]
. (29)

The CT-DT switched systems (1) and (2) are cast to
{

ẋi(t) = vi(t)
v̇i(t) = −α

∑
j∈Ni

lijxj(tk) − β
∑

j∈Ni
lijvj(tk)

(30)

and
⎧
⎨

⎩

xi(tk+1) = xi(tk) + vi(tk)
vi(tk+1) = vi(tk) − α

∑
j∈Ni

lijxj(tk)
− hβ

∑
j∈Ni

lijvj(tk)
(31)

where i = 1, . . . , N.
Remark 2: Note that this protocol uses the same control

strategy for both CT and DT subsystems, that is, sampled-
data control, so that the controller does not need to switch
back and forth between the two control protocols when the
system switches. It is more practical to use this algorithm,
as it is robust and low cost. Compared to the existing work
on switching dynamics [36], [40], [41], this is the first article
to use the same control strategy for a CT or DT subsystem.
Therefore, compared with previous works, it is more difficult
to prove that the CT subsystem can reach consensus under
sampled control.

For the CT system, let zi(t) = (xi(t), vi(t))T , A =
(

0 1
0 0

)
, and

B =
( 0 0

α β

)
. Then, the CT system (1) is cast to

żi(t) = Azi(t) −
N∑

j=1

lijBzi(tk). (32)

Let z(t) = (zT
1 (t), . . . , zT

N(t))T , and the system (32) is
rewritten as

ż(t) = (IN ⊗ A)z(t) − (L ⊗ B)z(tk). (33)

J and P are defined as those in Section III, that is, L =
PJ P−1. Then, letting ζ(t) = (P−1 ⊗ I2)z(t), the matrix
form (7) is cast to

ζ̇ (t) =
(

P−1 ⊗ I2

)
[(IN ⊗ A)z(t) − (L ⊗ B)z(tk)]
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= (IN ⊗ A)ζ(t) − (J ⊗ B)ζ(tk). (34)

For the DT system, by the similar transformation, we have

ζ(k + 1) = [(IN ⊗ C) − (J ⊗ B)]ζ(tk) (35)

where zi(tk) = (xi(tk), vi(tk))T , z(tk) = (zT
1 (tk), . . . , zT

N(tk))T ,
ζ(tk) = (P−1 ⊗ I2)z(tk), and C = ( 1 1

0 1 ).
Lemma 5: Under Assumption 1, the CT-DT switched

SOMAS formed by (30) and (31) can achieve consensus if

lim
t→∞ ∥ζi(t)∥ = 0

lim
k→∞

∥ζi(tk)∥ = 0 (36)

where i = 2, . . . , N.
Proof: The proof here is similar to the proof of Lemma 4;

thus, it is omitted here.
Theorem 2: Under Assumption 1, the CT-DT switched

SOMAS, formed by (1) and (2) with protocol (29), can
achieve consensus if and only if conditions 1) and 2) hold
simultaneously

1)
{

T < 2β
α

(αT − 2β)2
(
−2βT + 4ℜ(µi)

∥µi∥2

)
− α · 16ℑ2(µi)

∥µi∥4 > 0

(37)

2)
⎧
⎪⎪⎨

⎪⎪⎩

β > α > 0

(2α − 2β)2
(
α − 2β + 4ℜ(µi)

∥µi∥2

)

− α · 16ℑ2(µi)

∥µi∥4 > 0

(38)

where µi are the eigenvalues of L, i = 2, . . . , N.
Proof:
Sufficiency: From (34), for the CT subsystem, one has

ζ̇i(t) = Aζi(t) − µiBζi(tk), i = 2, . . . , N. (39)

Then, the above formula can be changed into
(

e−Atζi(t)
)′

= −e−AtµiBζi(tk). (40)

Integrating both sides of the above formula from tk to t and

referring to e−At =
(

1 −t
0 1

)
, one obtains

ζi(t) = eA(t−tk)ζi(tk) − eAt
∫ t

tk
e−AsµiBζi(tk)ds

=
(

1 t − tk
0 1

)
ζi(tk) −

(
1 t
0 1

)

×
(

t − tk − t2
2 + t2k

2
0 t − tk

)

× µiBζi(tk)

=
[(

1 t − tk
0 1

)
−
(

α
2 µi(t − tk)2 β

2 µi(t − tk)2

αµi(t − tk) βµi(t − tk)

)]

× ζi(tk)

=
(

1 − α
2 µi(t − tk)2 (t − tk) − β

2 µi(t − tk)2

−αµi(t − tk) 1 − βµi(t − tk)

)
ζi(tk).

(41)

Fig. 1. Directed graph of CT-DT switched MASs.

Fig. 2. States of agents when α = 0.2 and β = 0.2.

It can be rewritten as

ζi(t) = Mi(t − tk)ζi(tk) (42)

with Mi(t) =
(

1 − α
2 µit2 t − β

2 µit2

−αµit 1 − βµit

)
. Since Mi(t) is bounded

on [0, T], one has

ζi(t) = Mi(t − tk)Mk
i (T)ζi(t0) (43)

where tk+1 − tk = T .
For the DT system (35), one has

ζ(k + 1) = Niζ(tk) = Nk
i ζ(t0) (44)

where Ni = [(IN ⊗ C) − (J ⊗ D)].
So, for t > 0, t = tc + kT can be defined, where

tc(tc ∈ [tk, tk+1)) and kT represent the total working hours of
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Fig. 3. States of agents when α = 0.2 and β = 0.5.

working on a CT system of (30) and a DT system of (31),
respectively. From the above analysis, one has

ζi(t) = Mi(tc − tk)Mk
i (T)Nk

i ζi(t0). (45)

Since Mi(tc − tk) are delimited when tc ∈ [tk, tk+1),
ζi(t) → 0 as long as the amplitudes of all eigenvalues of Mi(T)

and Ni are less than 1. Then, the characteristic polynomial of
Mi(T) is that

det(λI2 − Mi(T))

= λ2 +
( α

2
µiT2 + βµiT − 2

)
λ + α

2
µiT2 − βµiT + 1

= f̂i(λ) (46)

where f̂i(λ) = λ2 +(α
2 µiT2 +βµiT −2)λ+ α

2 µiT2 −βµiT +1,
with µi representing the ith eigenvalue of L. Letting λ = s+1

s−1 ,
then one has

gi(s) = (s − 1)2 f̂i

(
s + 1
s − 1

)

= T2αµis2 +
(
−T2αµi + 2Tβµi

)
s − 2Tβµi + 4.

If T2αµi ̸= 0, then

g̃i(s) = gi(s)
T2αµi

= s2 +
(

−1 + 2β

αT

)
s − 2β

αT
+ 4

T2αµi
. (47)

Fig. 4. States of agents when α = 0.2 and β = 1.

Then, g̃i(s) being Hurwitz stable can lead to f̂i(λ) being Schur
stable. Then, g̃i(s) can be rewritten as

g̃i(s) = s2 +
(

−1 + 2β

αT

)
s − 2β

αT

+ 4ℜ(µi)

α∥µi∥2T2 + i
4ℑ(µi)

α∥µi∥2T2 . (48)

Then, based on Lemma 2, g̃i(s) is Hurwitz stable if and only if

−1 + 2β

αT
> 0

and
(

−1 + 2β

αT

)2

·
(

− 2β

αT
+ 4ℜ(µi)

α∥µi∥2T2

)
− 16ℑ2(µi)

α2∥µi∥4T4 > 0.

After simplification, the CT subsystem of (30) is Schur stable
if and only if 1) and the first condition of 2) in Theorem 3
holds. Then, all eigenvalues of Mi(T) are in the unit circle.

Similar to the proof of the DT subsystem of (16) in Section
III, the DT subsystem of (31) is Schur stable if 2) of Theorem
3 holds.

Therefore, under conditions (37) and (38) in Theorem 3,
we can obtain that limt→∞ ζ(t) = 0 and limk→∞ ζ(tk) = 0
from (45). Then, from Lemma 5, the CT-DT switched SOMAS
can achieve consensus.

Necessity: If the switched SOMAS can reach consensus
under arbitrary switching, the CT subsystem (1) and the
DT subsystem (2) can achieve consensus control asymp-
totically, respectively. Then, limt→∞ ∥ζi(t)∥ = 0 and
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Fig. 5. States of agents when α = 0.2, β = 0.5, and T = 0.5.

Fig. 6. States of agents when α = 0.2, β = 0.5, and T = 1.

limk→∞ ∥ζi(tk)∥ = 0 can be easily obtained based on
Lemma 5. Meanwhile, from (43) and (44), one has

ζi(t) = Mi(t − tk)Mk
i (T)ζi(t0) (49)

Fig. 7. States of agents when α = 0.2, β = 0.5, and T = 2.

and

ζ (tk+1) = Niζ (tk) = Nk
i ζ (t0). (50)

Hence, we can conclude that Mi(h), Ni are both Schur stable,
which can indicate the necessity of conditions 1) and 2) in
Theorem 1 from the above proof.

V. SIMULATIONS

A. Consensus Under Protocol (3)

Consider four agents under a digraph as Fig. 1 satisfying
Assumption 1, where the Laplace matrix is

L =

⎡

⎢⎢⎣

1 0 −1 0
−1 1 0 0
0 −1 1 0
0 −1 0 1

⎤

⎥⎥⎦

with µ1 = 0, µ2 = 1, µ3 = 1.5 + 0.866j, and
µ4 = 1.5 − 0.866j. For the CT-DT switched system (1) and (2)
under protocol (3) and randomly switching, first, we can
assume α = 0.2. Then, from Theorem 1, the appropriate range
of β is calculated as 0.4217 < β < 1.0543. Then, we take
β = 0.2, β = 0.5, and β = 1 to explore the consensus behav-
ior of the CT-DT switched SOMAS under a directed graph.
Figs. 2–4 describe the velocity and position states of all agents.
It is obvious to see that when β = 0.2, the CT-DT switched
SOMAS cannot reach consensus. When β = 0.5 and β = 1,
the CT-DT switched SOMAS can reach consensus, which can
prove the correctness of Theorem 1.
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B. Consensus Under Protocol (29)

The same topology and the same dynamics of each agent are
considered as Section V-A. Under protocol (29) and randomly
switching, first we can assume α = 0.2. From Theorem 2,
the appropriate range of β is calculated as 0.4217 < β <

1.0543. Then, we take β = 0.5 to obtain the appropriate range
of T that 0 < T < 1.4662. After that, we take T = 0.5,
T = 1, and T = 2 to explore the consensus behavior of the
CT-DT switched SOMAS under the directed graph. Figs. 5–
7 describe the velocity and position states of all agents. It is
obvious to see that when T = 2, the CT-DT switched SOMAS
cannot reach consensus. When T = 0.5 and T = 1, the CT-DT
switched SOMAS can reach consensus, which can prove the
correctness of Theorem 2.

VI. CONCLUSION

The consensus issues for SOMAS with CT-DT switched
dynamics have been studied in this article. Under a digraph,
two control protocols are designed to reach consensus. One is
that the CT subsystem uses CT control, and the DT subsys-
tem uses DT control. For this kind of control protocol, some
necessary and sufficient conditions about the network struc-
ture and the coupling gains to reach consensus are derived.
The other is to use the same control strategy for both CT
and DT subsystems, and similarly, some consensus condi-
tions are also obtained for the protocol with the sampled-data
control inputs applied in different subsystems. Finally, a few
simulation examples are obtained to show the correctness of
theorems. In the future, the consensus control problem for
SOMAS with switched dynamics via the sampled position data
control or time delays will be discussed.
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General Second-Order Consensus of Discrete-Time
Multiagent Systems via Q-Learning Method

Yifan Liu and Housheng Su

Abstract—A consensus control issue is studied for general
second-order multiagent systems via Q-learning method in this
article. A novel second-order type with discrete-time dynamics is
investigated to solve the corresponding consensus issues. Under
fixed directed topology, in order to achieve general second-order
consensus for the systems, a model-free Q-learning method is
proposed, which can derive the coupling gains matrix without
any information from the system dynamics. Moreover, applying
the obtained coupling gains matrix, this general second-order
multiagent systems can achieve consensus. Then, for undirected
graphs, a similar corollary is obtained for this system to achieve
general second-order consensus by means of the Q-learning
method. Finally, the correctness of the new method is confirmed
by several simulation examples.

Index Terms—Discrete-time control, general second-order con-
sensus, multiagent systems, Q-learning method.

I. INTRODUCTION

A GROUP of multiple individuals in the same networked
environment is defined as a multiagent system (MAS),

which can be divided into continuous-time MAS (CTMAS),
discrete-time MAS (DTMAS), and hybrid MAS. Recently,
many results about distributed cooperative control of MAS
have been derived [1]–[7]. The main purpose of these research
is to design algorithms for MAS to achieve global control
goals, which include consensus problem [8]–[11], contain-
ment problem [12]–[14], controllability analysis [15], [16],
formation control [17]–[19], convergence rate [20]–[22], and
so on.

Consensus control is the most concerned issue. Designing
an appropriate algorithm with the help of local information is
the key to solve this issue so that all agents in the network can
achieve an agreement about certain interest. Olfati-Saber and
Murray [23] proposed a groundbreaking work, which applied
the algebraic graph theory and frequency domain analysis into
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consensus issue of first-order MAS (FOMAS). So far, a lot
of theoretical results on consensus for FOMAS have been
obtained and widely known [24]–[27]. Considering reality,
second-order MAS (SOMAS), including position and velocity
states is more common. However, the conditions under which
FOMAS can reach consensus may not guarantee the consen-
sus of SOMAS because the latter includes the position and
velocity states, which has a more complex structure. Moreover,
for the consensus of SOMAS, the convergence result will not
only be affected by the network communication topology but
also by the coupling strength of the system. For this case,
lots of literatures were studied in [28]–[30] to reach consen-
sus for SOMAS, which are more challenging than FOMAS.
As we known, only a few literatures focus on the consen-
sus control problem of general SOMAS because it is more
universal than SOMAS. Hou et al. [31] proposed a novel
consensus protocol for general SOMAS to achieve consensus.
The bounds on delay consensus margin for general SOMAS
were studied in [32] to reach robust consensus. Furthermore,
Wang et al. [33] discussed the containment issue for general
SOMAS, where the dynamics of agents can switch between
different dynamics. Note that all the above articles have stud-
ied the continuous-time control of general SOMAS instead of
the discrete-time control.

In some practical applications, the situation is common
where the dynamic information of agents cannot be available
to get. To deal with this problem, a reinforcement learn-
ing (RL) techniques for the discrete-time system is proposed
in [34], which is inspired by the Q-learning (QL) algorithm.
Some adaptive and optimal control problems were investigated
in [35] and [36] by using the QL algorithm. The discrete-time
system with saturation in [37] can reach global stabilization,
which uses the low-gain feedback matrix computed by the
QL method. Some model-free iterative algorithms like the
QL method are applied to MAS to solve optimal consensus
issue [38]–[41]. For DTMAS, Abouheaf et al. [38] proposed
an RL Nash solution to solve the problem of dynamic graph-
ics games, where the information of agent dynamics is not
utilized. Furthermore, a model-free algorithm for heteroge-
neous DTMAS was derived in [39] to solve the optimal output
synchronization problems. Zhang et al. [40] focused on dis-
tributed optimal consensus problems for nonlinear CTMAS
requiring no information of agent dynamics. Moreover, a data-
based optimal control for DTMAS was investigated in [41]
by utilizing the input–output QL algorithm without system
dynamics.

2168-2216 c⃝ 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Inspired by the aforementioned works, we study the con-
sensus control issue for general SOMAS via the QL method
without the information of agent dynamics in this article.
Under fixed directed topology, a model-free QL algorithm
is proposed for the DTMAS to achieve general second-order
consensus. Unlike most of the systems studied in the afore-
mentioned works like CTMAS, we consider a new type of
general SOMAS with discrete-time dynamics. Besides, for
the difficulty where any information of agent dynamics of
DTMAS cannot be available, the QL method is proposed to
derive the coupling gains matrix via model-free iterative algo-
rithms. Moreover, using the coupling gains matrix derived by
QL method, the consensus problem is still a challenge of this
algorithm. The contributions are as follows.

1) This article is the first one to study the general
SOMAS with discrete-time dynamics and design a lin-
ear distributed consensus control protocol. The general
SOMAS is more universal than the double-integrator
MAS. Regarding the consensus of general SOMAS,
limited results have been studied by continuous-time
control. Compared with [40], this article uses the QL
method for the first time to study the general second-
order consensus of DTMAS, which describes more
realistic dynamics of the general SOMAS.

2) For a fixed directed topology, a model-free QL algorithm
is proposed for the DTMAS to achieve general second-
order consensus, which can derive the coupling gains
matrix requiring no information of dynamics. Moreover,
for an undirected topology, the general second-order
DTMAS can still reach consensus by means of the QL
method.

3) Unlike the optimal output synchronization problems
in [39] and data-based optimal control problem in [41],
this article studies the consensus problem using QL
method. Besides, by means of the method of the
Lyapunov function, the QL method can be proved
to make the DTMAS achieve general second-order
consensus.

The main content of this article is summarized as follows.
Section II introduces a few preliminaries and gives the general
second-order models, besides, the definition of general second-
order consensus is given for DTMAS. Section III shows the
main results of this article, where Algorithm 1 is given to
derive the coupling gains matrix and Theorem 1 is given to
prove that the DTMAS can reach consensus with the obtained
coupling gains matrix. Section IV provides some simulation
examples to verify the correctness of the theorems. At last, a
short conclusion is drawn in Section V.

II. PRELIMINARIES

A. Algebraic Graph Theory

A directed graph G consisting of N dynamic agents is
defined as G = (V,E,D), and we can define that V =
{v1, . . . , vN}, E = {(vi, vj) : vi, vj ∈ V}, and a row stochas-
tic matrix D ∈ RN×N , the definitions of which can be seen as
the following table.
G a directed graph with N nodes

V a collection of all nodes in the graph G
E all edges of the graph G
D the interconnection among all agents
Rm×n the set of m × n-dimensional real matrices.
Then we define that D = [dij], where dii > 0,

∑N
j=1 dij = 1,

and
{

dij > 0,
(
vi, vj

)
∈ E

dij = 0,
(
vi, vj

)
/∈ E.

Note that an undirected graph is connected if there is a path
existing between any two different nodes; A directed graph is
strongly connected if there is a directed path existing between
any two different nodes. Moreover, define the input and output
degree of agent i in the graph G as Ii and Oi, respectively.
If Ii = Oi for all i = 1, 2, . . . , N satisfies, then G is bal-
anced. For DTMAS, I−D is considered as a special Laplacian
matrix [42], besides, the eigenvalues of which satisfy

Re(λ1(I − D)) < Re(λ2(I − D)) ≤ · · · ≤ Re(λN(I − D)).

SYMBOLS AND NOMENCLATURE

⊗ Kronecker product
| · | the determinant
∥ · ∥ the Euclidean norm
i imaginary number
λi(Q) the ith eigenvalue of matrix Q
IZ the Z × Z dimensional identity matrix
R,Rn the set of all real numbers, n-dimensional real

vectors.

B. Formulation

The general second-order dynamic has been considered for
the DTMAS as follows:

{
xi(k + 1) = xi(k) + hvi(k)
vi(k + 1) = vi(k) + ahxi(k) + bhvi(k) + hui(k)

(1)

where xi(k) ∈ Rn, vi(k) ∈ Rn, and ui(k) ∈ Rp represent the
position, the velocity state, and the control input of agent i,
respectively; i = 1, 2, . . . , N; a ∈ R and b ∈ R are real
numbers; h > 0 is the sampling period.

Let zi(k) = [xT
i (k), vT

i (k)]T , A =
(

1 h
ah 1 + bh

)
, and B =

(
0
h

)
, then system (1) is cast to

zi(k + 1) = Azi(k) + Bui(k). (2)

Definition 1: The DTMAS (1) can achieve general second-
order consensus if

lim
k→∞

∥∥xi(k) − xj(k)
∥∥ = 0

lim
k→∞

∥∥vi(k) − vj(k)
∥∥ = 0

where i = 1, . . . , N.
Remark 1: There are few literatures on the consensus

control problem of general SOMAS because the gen-
eral SOMAS is more universal than the double-integrator
MAS. Hou et al. [31] and Ma et al. [32] both studied the
consensus protocols via continuous-time control for general
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SOMAS to achieve consensus. As far as we known, limited
results have been studied for general SOMAS by discrete-time
control. Our work is the first one to study the general SOMAS
with discrete-time dynamics and design a linear distributed
consensus control protocol by means of the model-free QL
method.

The most important thing is to get a state feedback controller
to make the system achieve general second-order consensus,
that is, to make Definition 1 hold. For these purposes, a few
important assumptions and useful lemmas are described here.

Assumption 1: The pair (A, B) is stabilizable.
Assumption 2: The digraph G is strongly connected and

balanced. The undigraph G is connected.
Lemma 1 [42]: Under Assumption 2, for a DTMAS with

a directed graph G, (2/[N(N − 1)]) ≤ Re(λ2(IN −D)) can be
obtained.

Lemma 2 [42]: Under Assumption 2, for a DTMAS with
a directed graph G, (4/[N(N − 1)]) ≤ λ2(IN − D) can be
obtained.

III. MAIN RESULTS

For DTMAS, a new iterative QL method will be proposed
to find the coupling gains matrix without knowing the system
dynamics (A, B) to make the system achieve general second-
order consensus.

The linear control input is designed as

u(k) = α
∑

j∈Ni

dij
[
xj(k) − xi(k)

]
+ β

∑

j∈Ni

dij
[
vj(k) − vi(k)

]

= K
∑

j∈Ni

dij
[
zj(k) − zi(k)

]
(3)

where α, β are the coupling gains, and K = (α β) is the
coupling gains matrix.

Then, we propose an iterative model-free QL method to get
the coupling gains matrix K.

The DTMAS (1) can be recalled as

zi(k + 1) = Azi(k) + Bωi(k) (4)

where ωi(k) = mKzi(k) is the test control input to derive the
coupling gains matrix K.

Then a quadratic utility function can be cast to

rik(zik,ωik) = zT
ikzik + ωT

ikωik (5)

where zi(k) and ωi(k) are denoted as zik and ωik. Equation (5)
can be regarded as the utility function with the performance
matrices Q = I and R = I.

Then, a cost function of agent i with state zik is defined as
follow:

Vi(zik,ωik) =
∞∑

j=k

rij
(
zij,ωij

)
. (6)

Define a unique positive definite matrix as P, the total cost
of agent i is quadratic in its state as follows:

Vik(zik) = zT
ikPzik (7)

where P = PT > 0.

According to the Bellman optimality principle, the cost
function (6) is rewritten as

Vik(zik) = rik(zik,ωik) + Vik
(
zi(k+1)

)
(8)

Furthermore, define a Q-function as

Qik(zik,ωik) = rik(zik,ωik) + Vik
(
zi(k+1)

)
(9)

which can be rewritten as

Qik(zik,ωik) = zT
ikzik + ωT

ikωik + zT
i(k+1)Pzi(k+1)

= zT
ikzik + ωT

ikωik + (Azi(k) + Bωi(k))T

× P(Azi(k) + Bωi(k))

=
(

zik
ωik

)T(I + ATPA ATPB
BTPA BTPB + I

)(
zik
ωik

)
.

(10)

Let ςik = (zT
ik,ω

T
ik)

T , and

S =
(

Szz Szω
Sωz Sωω

)
= L

(
I + ATPA ATPB

BTPA BTPB + I

)

defined as the Q-function matrix. Then the Q-function (9) is
cast to

Qik(ςik) = ςT
ikSςik. (11)

From (8) and (9), we have

Qik(zik,ωik) = Vik(zik). (12)

Then, from (8) and (12), the Q-function is cast to

Qik(zik,ωik) = zT
ikzik + ωT

ikωik + Qik
(
zi(k+1),ωi(k+1)

)
(13)

which is in a recursive form.
From (11) and (13), the matrix S can be estimated by the

following equation:

ςT
ikSςik = zT

ikzik + ωT
ikωik + ςT

i(k+1)Sςi(k+1) (14)

where the Q-function matrix S can be rewritten as

S =

⎛

⎜⎜⎜⎝

s11 s12 · · · s1(n+p)

s21 s22 · · · s2(n+p)
...

. . .
. . .

...

s(n+p)1 s(n+p)2 · · · s(n+p)(n+p)

⎞

⎟⎟⎟⎠

in which sij represents the ith row and the jth column
component of matrix S and sij = sji.

Then define that

Qik(ςik) = ςT
ikSςik = S̄T ς̄ik (15)

therefore, the (14) can be recalled as

S̄T ς̄ik = zT
ikzik + ωT

ikωik + S̄T ς̄i(k+1) (16)

with

S̄ !
[
s11, 2s12, . . . , 2s1(n+p), s22, 2s23, . . .

2s2(n+p), . . . , s(n+p)(n+p)

]T (17)
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Algorithm 1 An Iterative Model-Free QL Algorithm
Step 1 (Initialization): the iteration j = 0; a Q-function
matrix S0 > 0; an arbitrary coupling gains matrix
K0; a test control input ωik = mK0zik + δik with
an exploration signal δik; an agent i starting with ωik.

Step 2: For the jth iteration (j > 0), R datasets of(
zik,ωik, zi(k+1),ωi(k+1)

)
at time k need to be collected, where

ωi(k+1) is measured by utilizing the test control input policy
ωi(k+1) = mKj−1zi(k+1), and R ≥ (n + p)(n + p + 1)/2.

Step 3: Obtain the Q-function matrix Sj from the following
QL Bellman equation:

S̄jT ς̄ik = zT
ikzik + ωT

ikωik + S̄(j−1)T ς̄i(k+1). (19)

Step 4: Update ωi(k) = mKjzi(k) + δik by selecting

Kj = −c(Sj
ωω)−1Sj

ωz, (20)

where c = 1
4N(N−1) .

Step 5: If ∥Kj − Kj−1∥2 < ε, where the constant ε > 0 is
very small, then turn to Step 6; else, return to the Step 2 by
setting j = j + 1, .

Step 6: Terminate.

and

ς̄ik !
[
ς2

ik(1), ςik(1)ςik(2), . . . , ςik(1)ςik(n+p), ς
2
ik(2)

ςik(2)ςik(3), . . . , ςik(2)ςik(n+p), . . . , ς
2
ik(n+p)

]T
(18)

where ςik(j) is the jth component of vector ςik.
Based on the (16) about Q-function, we design a novel

method to derive the coupling gains matrix K, which is called
as the model-free QL method.

Algorithm 1 is completely model-free, which can learn the
coupling gains matrix K for the system (1) to reach consensus.
To learn a suitable coupling gains matrix K, starting from
arbitrarily selecting an agent, we initialize a Q-function matrix
S0 > 0 and an arbitrary coupling gains matrix K0. Then, based
on a test input ωik, the datasets of (zik,ωik, zi(k+1),ωi(k+1))

can be collected and updated to solve the QL Bellman (19)
and obtain the Q-function matrix S, which is used to derive
the coupling gains matrix K. From [34], after repeating the
steps 2–4 finitely multiple times, the suitable coupling gains
matrix K can be derived. In step 5, we will check whether the
coupling gains matrix K has stabilized during the iteration. If
K remains unchanged, the required K is found and the iteration
is completed. The DTMAS (1) can reach general second-order
consensus by utilizing the obtained coupling gains matrix K in
the control protocol (3). Otherwise return to step 2 and perform
the next iteration until it finds that K remains unchanged.

In step 3 of Algorithm 1, to solve the QL Bellman (19), we
get

S
j =

(
((T)−1

() (21)

where

( =
[
ς1

ik, ς
2
ik, . . . , ς

R
ik

]

) =
[

r1
ik +

(
S

j−1
)T

ς1
i(k+1), . . . , rR

ik +
(

S
j−1
)T

ςR
i(k+1)

]T

where ( ∈ R([(n+p)(n+p+1)]/2)×R and ) ∈ RR×1. To get the
unique solution of (19), rank(() needs to satisfy that

rank(() = (n + p)(n + p + 1)

2
(22)

which suggests the full rank condition of (. To satisfy that,
we add an exploration signal δik into the test input ωik in
Algorithm 1, defined as persistence of excitation (PE). This is
discussed further in the literature on adaptive control [43].

Remark 2: From Algorithm 1, we can know that the QL
method only needs to know the total number N of agents,
and it is not necessary to know the system matrices A and B,
so the QL method can be called as a model-free algorithm.
Second, after initializing the states of agents and a Q-function
matrix S0, the coupling gains matrix K can be calculated
through several iterative calculation which can guarantee the
second-order consensus of the systems. Therefore, the cou-
pling gains matrix K does not need to be given, but is
calculated by the QL method, which can be a zero matrix
when iteratively initialized.

Next, we will utilize the method of Lyapunov function
to prove that the QL method can make the DTMAS reach
consensus.

Theorem 1: Under Assumptions 1 and 2, for the directed
graph G, the general SOMAS formed by (1) with protocol (3)
can reach global consensus if and only if the coupling gains
matrix K is obtained by Algorithm 1 with

4N(N − 1) + 2
√

4N2(N − 1)2 − 3 ≤ m < 8N(N − 1).

(23)

Proof: From (7) and (12), the Q-function (13) can be
rewritten as

Qik(zik,ωik) = Vik(zik) = zT
ikPzik. (24)

Then, substitute the test input ωi(k) = mKzi(k) into
Q-function (24), one has

zT
ikPzik = zT

ikzik + [mKzi(k)]T [mKzi(k)] + Qik
(
zi(k+1)

)

= zT
ikzik + [mKzi(k)]T [mKzi(k)]

+ (Azik + mBKzik)
TP(Aziik + mBKzik)

= zT
ikzik + m2zT

ikKTKzik + zT
ikATPAzik

+ mzT
ikATPBKzik + mzT

ikKTBTPAzik

+ m2zT
ikKTBTPBKzik. (25)

Since K = −c(Sωω)−1Sωz = −c(BTPB + I)−1BTPA,
then (25) is

zT
ikPzik = zT

ikzik + c2m2zT
ik

[
ATPB

(
BTPB + I

)−1
BTPA

]

× zik − 2cmzT
ik

[
ATPB

(
BTPB + I

)−1
BTPA

]
zik

+ zT
ikATPAzik
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= zT
ikzik + zT

ikATPAzik +
(

c2m2 − 2cm
)

zT
ik

×
[
ATPB

(
BTPB + I

)−1
BTPA

]
zik. (26)

The general SOMAS (1) can be proved to reach con-
sensus with control input u(k) = K

∑
j∈Ni

dij[zj(k) − zi(k)],
i = 1, 2, . . . , N, where K is obtained by Algorithm 1. The
error function is defined as ξ(k) = [((IN − D) ⊗ IN]Z(k),
where Z(k) = [zT

1 (k), . . . , zT
N(k)]T , and IN − D = (−1J(,

with J ∈ RN×N being an upper-triangular matrix with λi(IN −
D)(i = 1, . . . , N) as its diagonal entries. Obviously, the con-
sensus can be achieved if ξ(k) = 0, i.e., z1 = · · · = zN(k).
According to K = −c(Sωω)−1Sωz = −c(BTPB + I)−1BTPA
obtained by Algorithm 1, then Z(k + 1) = (IN ⊗ A)z(k) −
[c((IN − D) ⊗ B)(BTPB + I)−1BTPA]z(k) can be gotten. ξ(k)
is cast to

ξ(k + 1) = [((IN − D) ⊗ IN]Z(k)
= [((IN − D) ⊗ IN]

[
(IN ⊗ A) − c((IN − D) ⊗ B)

×
(
BTPB + I

)−1
BTPA

]
z(k)

=
[
IN ⊗ A − c(J ⊗ B)

(
BTPB + I

)−1
BTPA

]
ξ(k).

(27)

Since the matrix [IN ⊗ A − c(J ⊗ B)(BTPB + I)−1BTPA] is
block upper-triangular, (27) is asymptotically stable if

ξ(k + 1) =
[
IN ⊗ A − c

(
J ⊗ B

)(
BTPB + I

)−1
BTPA

]
ξ(k)

(28)

is asymptotically stable, where J = diag(λ1(IN −
D), . . . , λN(IN − D)), and ξ(k) = ξ(k).

Then, we design a Lyapunov function

V(k) = ξ
H
(k)(IN ⊗ P)ξ(k). (29)

For any bounded set χ ⊂ Rn, there must be a positive
constant κ satisfying

κ ≥ sup
zi∈χ ,i=1,...,N

(
ξ

H
(k)(IN ⊗ P)ξ(k)

)
. (30)

Define a level set

LV(κ) :=
{
ξ ∈ RnN : V

(
ξ
)

≤ κ
}
. (31)

Within LV(κ), the variation of Lyapunov function V(k) is
cast to

-V = V(k + 1) − V(k)
= ξ

H
(k + 1)(IN ⊗ P)ξ(k + 1) − ξ

H
(k)(IN ⊗ P)X(k)

= ξ
H
(k)
[
IN ⊗ A − c

(
J ⊗ B

)(
BTPB + I

)−1
BTPA

]H

×(IN ⊗ P)
[
IN ⊗ A − c

(
J ⊗ B

)(
BTPB + I

)−1

× BTPA
]
ξ(k) − ξ

H
(k)(IN ⊗ P)ξ(k)

= ξ
H
(k)
[
IN ⊗ ATPA − c

(
JH + J

)
⊗ ATPB

×
(
BTPB + I

)−1
BTPA + c2JHJ ⊗ ATPB

×
(
BTPB + I

)−1
BTPB

(
BTPB + I

)−1
BTPA

− IN ⊗ P
]
ξ(k)

=
N∑

i=1

ξ
H
(k)
[
ATPA − 2cℜ(λi)ATPB

(
BTPB + I

)−1

× BTPA + c2|λi|2ATPB
(
BTPB + I

)−1
BTPB

×
(
BTPB + I

)−1
BTPA − P

]
ξ

H
(k) (32)

where λi represents the eigenvalue of the matrix IN − D,
i = 1, . . . , N.

Since ξ(k) = [ξT
1 (k), ξT

2 (k), . . . , ξT
N (k)]T and (BTPB +

I)−1BTPB(BTPB + I)−1 = (BTPB + I)−1 − (BTPB + I)−2,
then the variation of Lyapunov function V(k) is cast to

-V =
N∑

i=1

ξ
H
i (k)

[
AT PA − 2cℜ(λi)AT PB

(
BT PB + I

)−1

× BT PA + c2|λi|2AT PB
(
BT PB + I

)−1
BT PA

− c2|λi|2AT PB
(
BT PB + I

)−2
BT PA − P

]
ξ i(k)

≤
N∑

i=1

ξ
H
i (k)

[
AT PA − 2cℜ(λi)AT PB

(
BT PB + I

)−1

× BT PA + c2|λi|2AT PB
(
BT PB + I

)−1

× BT PA − P
]
ξ i(k). (33)

From Lemma 1, we can obtain that ℜ(λi(IN − D)) ≥
(2/[N(N − 1)]) and |λi(IN − D)| < 2, then (33) is

-V ≤ Nξ
H
i (k)

[
ATPA − P − c · 4

N(N − 1)
ATPB

×
(
BTPB + I

)−1
BTPA + 4c2ATPB

×
(
BTPB + I

)−1
BTPA

]
ξ i(k). (34)

Furthermore, since 4N(N−1)+2
√

4N2(N − 1)2 − 3 ≤ m <

8N(N − 1) and c = (1/[4N(N − 1)]), then c2m2 − 2cm ≥
−(3/[4N2(N − 1)2]) and 2cm − c2m2 ∈ (0, 1]. Thus the
variation of Lyapunov function V(k) is

-V ≤ Nξ
H
i (k)

[
ATPA − P +

(
c2m2 − 2cm

)
ATPB

×
(
BTPB + I

)−1
BTPA

]
ξ i(k). (35)

Then from (26), we have

zT
ikPzik = zT

ikzik + zT
ikATPAzik +

(
c2m2 − 2cm

)
zT

ik

×
[
ATPB

(
BTPB + I

)−1
BTPA

]
zik.

Obviously

zT
ikATPAzik − zT

ikPzik +
(

c2m2 − 2cm
)

× zT
ik

[
ATPB

(
BTPB + I

)−1
BTPA

]
zik = −zT

ikzik ≤ 0

can be derived. Hence, the following inequality can be easily
give:

ATPA − P +
(

c2m2 − 2cm
)

ATPB
(
BTPB + I

)−1

× BTPA < 0 (36)

which can lead to -V < 0. Hence, according to the Lyapunov
stability theory, the discrete-time trajectory ξ starting from
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Fig. 1. Connected and balanced digraph.

the level set LV(κ) will converge exponentially to the origin
ξ = 0 as t → ∞, which implies that z1 = z2 = · · · = zN, i =
1, . . . , N as t → ∞.

Remark 3: For an undirected graph, the dynamics and
control inputs of the system are as shown previously. The
algorithm to obtain the coupling gains matrix K is the same
as Algorithm 1, except that all the eigenvalues of IN − D for
the undirected graph are real numbers, so the value of m is
different from Theorem 1. The specific results and proofs are
as follows.

Corollary 1: Under Assumptions 1 and 2, for an undirected
graph G, the general SOMAS formed by (1) with protocol (3)
can reach consensus if and only if the coupling gains matrix
K is obtained by Algorithm 1 with

4N(N − 1) + 2
√

4N2(N − 1)2 − 7 ≤ m < 8N(N − 1). (37)

Proof: The construction of the Lyapunov function is the
same as Theorem 1, then the variation of Lyapunov function
V(k) is cast to

-V = V(k + 1) − V(k)

= ξ
H
(k + 1)(IN ⊗ P)ξ(k + 1) − ξ

H
(k)(IN ⊗ P)X(k)

= ξ
H
(k)
[
IN ⊗ A − c

(
J ⊗ B

)(
BTPB + I

)−1
BTPA

]H

× (IN ⊗ P)
[
IN ⊗ A − c

(
J ⊗ B

)(
BTPB + I

)−1

×BTPA
]
ξ(k) − ξ

H
(k)(IN ⊗ P)ξ(k)

= ξ
H
(k)
[
IN ⊗ ATPA − c

(
JH + J

)
⊗ ATPB

×
(
BTPB + I

)−1
BTPA + c2JHJ ⊗ ATPB

×
(
BTPB + I

)−1
BTPB

(
BTPB + I

)−1
BTPA

− IN ⊗ P
]
ξ(k)

=
N∑

i=1

ξ
H
(k)
[
ATPA − c · 2λiATPB

(
BTPB + I

)−1

× BTPA + c2|λi|2ATPB
(
BTPB + I

)−1

× BTPB ×
(
BTPB + I

)−1
BTPA − P

]
ξ

H
(k)

(38)

where λi represents the eigenvalue of the matrix IN − D,
i = 1, . . . , N.

Since ξ(k) = [ξT
1 (k), ξT

2 (k), . . . , ξT
N (k)]T and (BTPB +

I)−1BTPB(BTPB + I)−1 = (BTPB + I)−1 − (BTPB + I)−2,
then the variation of Lyapunov function V(k) is cast to

-V ≤
N∑

i=1

ξ
H
i (k)

[
ATPA − 2cλiATPB

(
BTPB + I

)−1

× BTPA + c2|λi|2ATPB
(
BTPB + I

)−1

× BTPA − P
]
ξ i(k). (39)

From Lemma 2, we can obtain that λi(IN −D) ≥ (4/[N(N−
1)]) and |λi(IN − D)| < 2, then (39) is

-V ≤ Nξ
H
i (k)

[
ATPA − P − c · 8

N(N − 1)
ATPB

×
(
BTPB + I

)−1
BTPA + 4c2ATPB

×
(
BTPB + I

)−1
BTPA

]
ξ i(k). (40)

Since 4N(N − 1) + 2
√

4N2(N − 1)2 − 7 ≤ m < 8N(N − 1)

and c = (1/[4N(N − 1)]), then c2m2 − 2cm ≥ −(7/[4N2(N −
1)2]) and 2cm−c2m2 ∈ (0, 1]. Thus the variation of Lyapunov
function V(k) is

-V ≤ Nξ
H
i (k)

[
ATPA − P +

(
c2m2 − 2cm

)
ATPB

×
(
BTPB + I

)−1
BTPA

]
ξ i(k). (41)

Then from (26), we have

zT
ikPzik = zT

ikzik + zT
ikATPAzik +

(
c2m2 − 2cm

)
zT

ik

×
[
ATPB ×

(
BTPB + I

)−1
BTPA

]
zik.

Obviously

zT
ikATPAzik − zT

ikPzik +
(

c2m2 − 2cm
)

zT
ik

×
[
ATPB ×

(
BTPB + I

)−1
BTPA

]
zik = −zT

ikzik ≤ 0

can be derived. Therefore, the following inequality can be
easily given:

ATPA − P +
(

c2m2 − 2cm
)

ATPB

×
(
BTPB + I

)−1
BTPA < 0 (42)

which can lead to -V < 0. Then z1 = z2 = · · · = zN, i =
1, . . . , N as t → ∞ can be obtained according to the Lyapunov
stability theory. Therefore the general second-order consensus
can be reached under undirected graphs.

IV. SIMULATIONS

Consider a general SOMAS with five agents and choose
h = 1, a = b = −1, then system matrices are

A =
[

1 1
−1 0

]
, B =

[
0
1

]

which satisfies Assumption 1.
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Fig. 2. Convergence of coupling gains matrix K under the digraph.

Fig. 3. Position state xi of each agent under the digraph.

Example 1: The graph G is strongly connected and balanced
as Fig. 1, where

IN − D =

⎡

⎢⎢⎢⎢⎣

0.2 0 0 0 −0.2
−0.1 0.2 0 −0.1 0
−0.1 0 0.1 0 0

0 0 −0.1 0.1 0
0 −0.2 0 0 0.2

⎤

⎥⎥⎥⎥⎦
.

Then, the initial position states of five agents are defined as
x1(0) = −7.13, x2(0) = 7.86, x3(0) = 6.96, x4(0) = 6.60,
x5(0) = −6.36, and the initial velocity states of five agents
are defined as v1(0) = −7.85, v2(0) = −6.72, v3(0) = −6.48,
v4(0) = 9.06, v5(0) = −5.04. With N = 5, the initial param-
eters are defined as c = 1/80, m = 159.95, K0 =

[
0 0
]
,

S0 = I, ε = 1 × 10−5 and R = 1000. Then apply Algorithm 1
to the system, and the coupling gains matrix K is eventually
computed as K =

[
0.0062 −0.0062

]
, and Fig. 2 shows the

convergence process of K. With K computed by Algorithm 1,
the convergences of the position states, velocity states, and the
control input of each agent are shown in Figs. 3–5, respec-
tively. It is easy to conclude that under Algorithm 1 and
Theorem 1, the general second-order consensus for MAS (1)

Fig. 4. Velocity state vi of each agent under the digraph.

Fig. 5. Control input ui of each agent under the digraph.

can be achieved. The correctness of Theorem 1 can be
proved.

Example 2: The graph G is undirected and connected as
Fig. 6, where

IN − D =

⎡

⎢⎢⎣

0.8 −0.5 −0.2 −0.1
−0.5 0.5 0 0
−0.2 0 0.7 −0.5
−0.1 0 −0.5 0.6

⎤

⎥⎥⎦.

Then the initial position states of five agents are defined as
x1(0) = 5.66, x2(0) = 7.86, x3(0) = 4.30, x4(0) = −6.33,
and the initial velocity states of five agents are defined as
v1(0) = −4.32, v2(0) = −7.28, v3(0) = 5.46, v4(0) = −5.45.
With N = 4, the initial parameters are defined as c = 1/48,
m = 95.8, K0 =

[
0 0

]
, S0 = I, ε = 1×10−5 and R = 1000.

Then apply Algorithm 1 to the system, and the coupling gains
matrix K is eventually computed as K =

[
0.0104 −0.0104

]
,

and Fig. 7 shows the convergence process of K. With K
computed by Algorithm 1, the convergences of the position
states, velocity states, and the control input of each agent are
shown in Figs. 8–10, respectively. It is easy to conclude that
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Fig. 6. Connected and undirected graph.

Fig. 7. Convergence of coupling gains matrix K under the undirected graph.

Fig. 8. Position state xi of each agent under the undirected graph.

under Algorithm 1 and Corollary 1, the general second-order
consensus for MAS (1) can be achieved. The correctness of
Corollary 1 can be proved.

Fig. 9. Velocity state vi of each agent under the undirected graph.

Fig. 10. Control input ui of each agent under the undirected graph.

V. CONCLUSION

A novel consensus control problem is studied in this article
for general SOMAS via the QL method with no knowledge of
agent dynamics. Besides, this article is the first to study the
type of general SOMAS with discrete-time dynamics. Under
fixed directed topology, a QL algorithm with no knowledge
of agent dynamics is obtained for MAS via discrete-time con-
trol to achieve general second-order consensus. Moreover, the
obtained model-free QL algorithm is able to derive the cou-
pling gains matrix without any information of dynamics. With
this obtained coupling gains matrix, general second-order con-
sensus can be achieved. In the future, the general second-order
consensus control issue for MAS with switched dynamics via
QL method will be investigated.
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Second-Order Consensus for Multiagent Systems
via Intermittent Sampled Position Data Control

Housheng Su , Yifan Liu, and Zhigang Zeng , Senior Member, IEEE

Abstract—In this paper, a second-order consensus for
multiagent systems with a directed communication topology is
studied. A novel consensus strategy is first proposed, where a
periodic intermittent control strategy only with casual sampled
position data is used, which not only decreases the operating time
and the update rates of conditioners for every individual but also
responds effectively to the case of missing velocity information.
A necessary and sufficient consensus condition based on the cou-
pling gains, the sampling period, the communication width, and
the spectrum of the Laplacian matrix is established to reach
the consensus, and the right intervals of the sampling period
are given. Furthermore, a delay-induced consensus protocol is
designed, and a necessary and sufficient condition is also given,
by which the sampling period and the communication width can
easily be chosen to achieve the consensus. At last, some simula-
tion examples are given to verify the correctness of the theoretical
results.

Index Terms—Communication width, intermittent sampled
position data, multiagent system, sampling period, second-order
consensus.

I. INTRODUCTION

AMULTIAGENT system means a group of autonomous
agents working in a networked environment. Designing

protocols for a multiagent system to achieve certain global
control aims attracts the attention of many control engineers.
One of the certain global control aims is the consensus, which
means that individuals can achieve an agreement about cer-
tain interest under a suitable algorithm. It is found that in a
networked environment, a group of individuals can accom-
plish some complicated tasks together while not being able
to fulfill them individually. So far, the study of consensus in
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multiagent systems has got great attention [1], [2] because
of its widespread applications in robotic teams, biological
systems [3], information control [4], sensor networks [5], [6],
and so on.

Many of the significant results presented earlier were to
reach the consensus. A general framework of first-order con-
sensus problems for networked multiagent systems with fixed
and switching topologies was discussed in [1]. Then a crucial
distributed consensus condition was proposed in [1], which
concluded that the condition to reach the first-order consen-
sus is a spanning tree always existing. So far, the research
boom in the first-order consensus has passed, and many sig-
nificant results have been obtained in [7]–[10]. Considering the
reality, much attention is paid to second-order consensus algo-
rithms. For this case, some conditions were obtained in [11] to
reach the consensus. Moreover, a lot of significant results were
studied in [12]–[16] focused on the second-order consensus
via nonlinear dynamics, adaptive control, or coupling delay.
With the deepening of research, more complicated multiagent
systems such as nonlinear, high-order, and stochastic dynamics
were studied in [17]–[20].

To overcome the shortage that the controllers have difficulty
in obtaining continuous information in reality, the second-
order consensus with sampled data has been proposed, which
has more advantages like robustness and low cost. Some con-
ditions were achieved in [21]–[23] with the help of zero-order
holds and direct discretization in order to reach the consensus
with sampled control. More conditions with sampled control
were discussed in [24]–[26] with communication delays or
time-varying topology. The studies in [27] put forward some
protocols using the current and some sampled previous posi-
tion data without velocity data to overcome the difficulty in
measuring the velocity information. Recently, in order to over-
come the problem that the current position data cannot be
obtained successfully, Huang et al. [28] considered the con-
sensus using only sampled position information. However,
most of the works mentioned previously studied continuous
time control, requiring continuous communication between
the controllers of agents to update information all the time.
To reduce the operating time of the controllers, an intermit-
tent control strategy was proposed. In [29], the first-order
consensus with nonlinear topologies via intermittent commu-
nication was discussed. To reach the second-order consensus
by using intermittent communication, the protocols with and
without time delay were designed in [30]. Yu et al. [31]
proposed a novel protocol via intermittent control to reach the
second-order consensus, which can reduce the operating time
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of conditioners compared to other protocols that have been
derived. This reminds us whether utilizing past sampled posi-
tion data via intermittent communication for a second-order
multiagent systems can still achieve the consensus so that not
only the operating time and the update rates of conditioner for
every individual can be shortened but also the problem that
some information unavailable states can be overcome. Note
that the above conclusions are based on multiagent systems.

Inspired by the above discussions, two novel control pro-
tocols in this paper are proposed via intermittent sampled
position data control. The contributions of this paper are as
follows.

1) There is a novel control strategy proposed for multiagent
systems with second-order dynamics by utilizing the
intermittent communication and the sampled position
data. So it is able to decrease the operating time
and the update rates of conditioners for every indi-
vidual and effective to respond to the situation when
the velocity and current position information cannot be
obtained.

2) To reach the second-order consensus under a digraph,
a necessary and sufficient condition is obtained, which
concludes that the consensus via intermittent sampled
position data control can be reached if two inequalities
about the network structure and the parameters, includ-
ing the sampling period, the communication width, the
coupling gains, and the spectrum of the Laplacian matrix
are satisfied. More advanced than the previous works of
Huang et al. [28], this paper considers the consensus by
using not only the sampled position information but also
intermittent communication. On the one hand, in appli-
cations, by controlling the operating time and the update
rates of conditioners, it can be effective to cut back com-
munication cost and energy consumption. On the other
hand, in calculation, by adding intermittent communi-
cation, this paper obtains fewer and simpler inequalities
to achieve the consensus, and the order of inequality
about the sampling period is lower, so it is easier to
calculate.

3) By means of the utilizing time delay and the discus-
sions about the relationship between various parameters
regarding time, a necessary and sufficient condition is
derived similarly. Under the circumstance where other
parameters regarding time are given, it is simple to
find that as long as the sampling period is within
the range calculated by the inequality, the consen-
sus can be achieved. It is found that this inequality
is easier to calculate when compared to the proto-
col without time delay since the inequality to deter-
mine the interval of sampling period is first-order not
third-order.

The rest of this paper is summarized as follows. Some
important preliminaries are given in Section II. The main
results are derived and presented in Section III. In Section IV,
several simulation examples are given to verify the theoretical
results. At last, a short conclusion is drawn in Section V.

Notations: Throughout this paper, R and N are real and
natural numbers, respectively. Suppose that Rn and Rn×n are

the n-dimensional real vector space and n × n real matrix,
respectively. N+ represents the positive integer. AT represents
the transpose of matrix A. λi(A) represents the ith eigenvalue
of matrix A. ⊗ is the Kronecker product. For a vector s, ∥s∥
denotes its Euclidean norm. For a complex number z, ∥z∥ rep-
resents its modulus, and ℜ(z) and ℑ(z) denote its real part and
imaginary part, respectively.

II. PRELIMINARIES

Next, some significant preliminaries about algebraic graph
theory, useful lemmas, and model formulation are introduced.

A. Graph Theory and Useful Lemmas

Assume that G = (V, E,A) is a digraph of N agents with
a set of nodes V = {v1, . . . , vN}, a set of directed edges
E ⊆ V × V , and the adjacency matrix A = [aij] ∈ RN×N

drawing the communication topology of agents. In network
G, an edge eij is described as eij = (vi, vj), meaning the ith
agent can get information from the jth agent. If eij ∈ E ,
aij > 0, else aij = 0. Furthermore, for all i = 1, . . . , N,
suppose that aii = 0. While for an undirected topology, appar-
ently aij = aji. The Laplacian matrix of the graph G is
defined as L = [lij] ∈ RN×N with lij = −aij, i ̸= j, and
lii = ∑

j∈Ni
aij, i = j, which satisfies that

∑
j∈Ni

lij = 0. If
there is a path among any pair of dissimilar nodes, a con-
nected undirected graph is obtained, which means they can
communicate with each other. A connected subgraph without
loops is called a tree. A directed spanning tree is defined if a
directed tree contains all the nodes in G.

Lemma 1 [1]: A Laplacian matrix L has a simple eigen-
value 0, and all the other eigenvalues are positive if and only
if the undirected network is connected. A Laplacian matrix L
has a simple eigenvalue 0, and all the real parts of the other
eigenvalues are positive if and only if the directed network has
a directed spanning tree.

Lemma 2 [32]: Given a complex coefficient polynomial of
order two as follows:

g(s) = s2 + (ξ1 + iγ1)s + ξ0 + iγ0

where ξ1, γ1, ξ0, and γ0 are real constants. And then g(s) is
stable if and only if ξ1 > 0 and ξ1γ1γ0 + ξ2

1 ξ0 − γ 2
0 > 0.

Lemma 3 [1]: For an undirected graph, L is a symmetric
matrix with real eigenvalues; i.e., the eigenvalues of L satisfy
ℑ(µ) = 0, ℜ(µ) = µ.

B. Formulation

Assume a multiagent system consisting of N agents. The
second-order dynamic of each agent i is defined as

ẋi(t) = vi(t)

v̇i(t) = ui(t), i ∈ V (1)

where xi(t) ∈ Rn, vi(t) ∈ Rn, and ui(t) ∈ Rn represent the posi-
tion, velocity states of agent i, and control input, respectively.
For simplicity, the case n = 1 is studied. But when n > 1,
more conclusions can be introduced by utilizing the Kronecker
product.
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Definition 1: If for any i, j ∈ V and for any initial states

lim
t→∞ ∥xi(t) − xj(t)∥ = 0

lim
t→∞ ∥vi(t) − vj(t)∥ = 0

it is said to be the second-order consensus.
Two novel consensus protocols are introduced as follows,

which not only can reduce the operating time and the update
rates of conditioners for individuals but also can respond
effectively to the case of missing velocity information:

ui(t) =

⎧
⎪⎪⎨

⎪⎪⎩

α
∑N

j=1 aij(xj(tk) − xi(tk))
− β

∑N
j=1 aij(xj(tk − hT) − xi(tk − hT))

t ∈ [tk, tk + θ)

0, t ∈ [tk + θ, tk+1), h ∈ N+, k ∈ N, i ∈ V
(2)

and

ui(t) =

⎧
⎪⎪⎨

⎪⎪⎩

α
∑N

j=1 aij
(
xj(tk) − xi(tk)

)

− β
∑N

j=1 aij
(
xj(tk − τ ) − xi(tk − τ )

)

t ∈ [tk, tk + θ)

0, t ∈
[
tk + θ, tk+1), k ∈ N, i ∈ V

(3)

where tk, k ∈ N, are the sampling instants, T is the sampling
period, α and β are the coupling gains, h is the out-dated
degree of the past data, τ is the time delay, and θ is the com-
munication width. For simplicity, let tk+1−tk = T , 0 < τ < T ,
0 < θ < T .

Remark 1: What deserves our attention is that protocol (2)
is designed via intermittent communication control with the
communication width θ , and based on the causal sampled posi-
tion data xi(tk) and xi(tk − hT), i ∈ V . However, protocol (3)
is devised via intermittent communication control by using
only xi(tk) and by the help of time delay. These two strategies
improve the main results in [28] and [31] by utilizing only
sampled position data control with intermittent communica-
tion so that the good points of sampled position data control
can be maintained, but also the operating time of conditioners
for every individual can be decreased.

III. MAIN RESULTS

A. Consensus With Cooperative Protocol (2)

In this section, some conditions about how to reach the
second-order consensus in protocol (2) are provided when
h = 1. So system (1) is obtained

ẋi(t) = vi(t)

v̇i(t) =

⎧
⎨

⎩

−α
∑N

j=1 lijxj(tk)
+ β

∑N
j=1 lijxj(tk−1), t ∈ [tk, tk + θ)

0, t ∈ [tk + θ, tk+1), k ∈ N, i ∈ V .

(4)

Let δi = (xi, vi)
T, C =

(
0 1
0 0

)
, and D =

(
0 0
1 0

)
. Thus,

system (4) is cast to

δ̇i(t) =

⎧
⎨

⎩

Cδi(t) − α
∑N

j=1 lijDδi(tk)
+ β

∑N
j=1 lijDδi(tk−1), t ∈ [tk, tk + θ)

Cδi(t), t ∈ [tk + θ, tk+1), k ∈ N, i ∈ V .

(5)

Let δ = (δT
1 , δT

2 , . . . , δT
N)T and system (5) is transformed to

a matrix form

δ̇(t) =

⎧
⎨

⎩

(IN ⊗ C)δ(t) − α(L ⊗ D)δ(tk)
+ β(L ⊗ D)δ(tk−1), t ∈ [tk, tk + θ)

(IN ⊗ C)δ(t), t ∈ [tk + θ, tk+1), k ∈ N.

(6)

The Jordan form related to L is defined as J , i.e., L =
PJ P−1, where P is a nonsingular matrix. Let ζ(t) = (P−1 ⊗
I2)δ(t), and then (6) can be transformed to

ζ̇ (t) =

⎧
⎨

⎩

(IN ⊗ C)ζ(t) − α(J ⊗ D)ζ(tk)
+ β(J ⊗ D)ζ(tk−1), t ∈ [tk, tk + θ)

(IN ⊗ C)ζ(t), t ∈ [tk + θ, tk+1), k ∈ N.

(7)

When the graph G is undirected, J is a diagonal matrix hav-
ing real diagonal elements, which are the eigenvalues of L.
However, for directed graphs G, some of the eigenvalues of
L may be complex and J = diag(J1,J2, . . . ,Jr), where Jd
are Jordan blocks as follows:

Jd =

⎛

⎜⎜⎜⎜⎝

µd 0 0 0

1
. . . 0 0

0
. . .

. . . 0
0 0 1 µd

⎞

⎟⎟⎟⎟⎠

Nd×Nd

in which µd are the eigenvalues of the L, with multiplicity
Nd, d = 1, 2, . . . , r and N1 + N2 + · · · + Nr = N.

Before continuing, the following assumptions and lemma
are presented.

Assumption 1: The graph G contains a directed spanning
tree.

Assumption 2: The graph G is undirected and connected.
Lemma 4: Suppose that Assumption 1 is established. In

the aforementioned system, the consensus can be reached if
limt→∞ ∥ζi(t)∥ = 0, i = 1, 2, . . . , N, in (7).

Proof: This can be demonstrated in a similar way
in [11].

Corollary 1: Suppose that Assumption 1 is established.
The aforementioned system can reach the consensus if the
following N − 1 systems are asymptotically stable:

ẇi(t) = Cwi(t) − αµiy(t)Dwi(tk) + βµiy(t)Dwi(tk−1)

t ∈ [tk, tk+1) (8)

where i ∈ V , µi is a nonzero eigenvalue of L, and

y(t) =
{

1, t ∈ [tk, tk + θ)

0, t ∈ [tk + θ, tk+1), k ∈ N.
(9)

Proof (Necessity): From Lemma 4, we can obtain
limt→∞ ∥ζi(t)∥ = 0, i = 1, 2, . . . , N, in (7). For t ∈ [tk, tk + θ)

and t ∈ [tk + θ, tk+1), since the variables in the N −1 systems
(8) are the first term of each Jordan block in system (7), it is
obvious to obtain that limt→∞ ∥wi(t)∥ = 0, which indicates
that the system (8) is asymptotically stable.

(Sufficiency): It is easy to see that if the N − 1 systems
(12) are asymptotically stable, then limt→∞ ∥wi(t)∥ = 0,
i = 1, 2, . . . , N, in (8). From the properties of the Jordan
form, the asymptotical behavior in system (7) is dominated
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by the diagonal terms, therefore we can easily conclude that
limt→∞ ∥ζi(t)∥ = 0, i = 1, 2, . . . , N, in (7) and the conclusion
follows.

The following theorem is obtained for reaching consensus,
revealing how internal parameters of the system impact on
consensus behavior.

Theorem 1: Under Assumption 1, system (1) with protocol
(2) can reach the consensus if and only if

T > max
{
θ,

α − β

2β
· θ

}
, β(α − β) > 0 (10)

and

ci1T3 + ci2T2 + ci3T + ci4 > 0, i = 1, 2, . . . , N (11)

with

ci1 = −4β2(α + β)

(α − β)3 , ci2 = 4β(α + 2β)

(α − β)2 · θ

+ 16β2ℜ(µi)

(α − β)3∥µi∥2θ

ci3 = −(α + 5β)

α − β
θ2 − 16βℜ(µi)

(α − β)2∥µi∥2

− 16ℑ2(µi)

(α − β)2∥µi∥4θ2

and

ci4 = θ3 + 4ℜ(µi)

(α − β)∥µi∥2 · θ .

Proof: From (8), one obtains

(e−Ctwi(t))′ = e−Ct(−αµiy(t)Dwi(tk)

+ βµiy(t)Dwi(tk−1)), t ∈ [tk, tk+1). (12)

Integrating both sides of (12) from tk to t(t ≤ tk + θ) and

referring to e−Ct =
(

1 −t
0 1

)
, one obtains

wi(t) = eC(t−tk)wi(tk) + eCt
∫ t

tk
e−Ct(−αµiDwi(tk)

+ βµiDwi(tk−1))dt

=
(

1 t − tk
0 1

)
wi(tk) +

(
1 t
0 1

)(
− 1

2 t2 + 1
2 t2k 0

t − tk 0

)

× (−αµiwi(tk) + βµiwi(tk−1))

=
(

1 t − tk
0 1

)
wi(tk) +

(
−α

2 µi(t − tk)2 0
−αµi(t − tk) 0

)
wi(tk)

+
(

−β
2 µi(t − tk)2 0

−βµi(t − tk) 0

)
wi(tk−1)

=
(

1 − α
2 µi(t − tk)2 t − tk

−αµi(t − tk) 1

)
wi(tk)

+
(

β
2 µi(t − tk)2 0
βµi(t − tk) 0

)
wi(tk−1). (13)

It can be rewritten as

wi(t) = Mi(t − tk)wi(tk) + Ni(t − tk)wi(tk−1)

t ∈ [tk, tk + θ) (14)

with Mi(t) =
(

1 − α
2 µit2 t

−αµit 1

)
and Ni(t) =

(
β
2 µit2 0
βµit 0

)
.

Therefore, one has

wi(tk + θ) =
(

1 − α
2 µiθ

2 θ

−αµiθ 1

)
wi(tk)

+
(

β
2 µiθ

2 0
βµiθ 0

)
wi(tk−1). (15)

Then, for t ∈ [tk + θ, tk+1), one obtains

wi(t) = eC(t−(tk+θ))wi(tk + θ)

=
(

1 + αµiθ
(

θ
2 − (t − tk)

)
t − tk

−αµiθ 1

)
wi(tk)

+
(

−βµiθ( θ
2 − (t − tk)) 0
βµiθ 0

)
wi(tk−1)

= M′
i(t − tk)wi(tk) + N′

i(t − tk)wi(tk−1) (16)

with

M′
i(t) =

(
1 + αµiθ( θ

2 − t) t
−αµiθ 1

)

N′
i(t) =

(
−βµiθ( θ

2 − t) 0
βµiθ 0

)
.

Then, we show that the state in (14) and (16) only utilizing
past sampled position data is asymptotically stable.

For tk ∈ [tk + θ, tk+1), k ∈ N, let t0 = 0, by using (16), and
it follows that

wi(tk) = M′
i(T)wi(tk−1) + N′

i(T)wi(tk−2)

wi(tk−1) = M′
i(0)wi(tk−1) + N′

i(0)wi(tk−2).

Let Wi(t) =
(

M′
i(t) N′

i(t)
M′

i(t − T) N′
i(t − T)

)
and εi(t) =

(wT
i (t), wT

i (t − T))T. One obtains

εi(t) = Hiεi(tk − T) = Hiεi(tk−1) = HiWk−1
i (T)εi(t0)

with Hi =
(

Hi1 Hi2
Hi3 Hi4

)
, in which Hi1 = M′

i(t − tk)M′
i(T) +

N′
i(t − tk), Hi1 = M′

i(t − tk)N′
i(T), Hi3 = M′

i(t − tk), Hi4 =
N′

i(t − tk). Similarly, when tk ∈ [tk, tk + θ), using the same
method, one has

εi(t) = Qiεi(tk − T) = Qiεi(tk−1) = QiW
k−1
i (T)εi(t0)

with Qi =
(

Qi1 Qi2
Qi3 Qi4

)
, in which Qi1 = Mi(t − tk)Mi(t) +

Ni(t − tk), Qi2 = Mi(t − tk)Ni(T), Qi3 = Mi(t − tk), Qi4 =
Ni(t − tk). Combining the above two results, one has

εi(t) =
{

QiWk−1
i (T)εi(t0), t ∈ [tk, tk + θ)

HiWk−1
i (T)εi(t0), t ∈ [tk + θ, tk+1), k ∈ N.

(17)

It is easy to see that wi(t) → 0 if εi(t) → 0. Since Qi and
Hi are delimited when t ∈ [tk, tk + θ) and t ∈ [tk + θ, tk+1),
εi(t) → 0 as long as the amplitudes of all eigenvalues of
Wi(T) are less than 1. Let |λI4 − Wi(T) = 0|. It yields

λ4 + a1λ
3 + a0λ

2 = 0 (18)

where a1 = −2 − αµiθ
2/2 + βµiθ

2/2 + αµiθT and a0 =
1 + αµiθ

2/2 − βµiθ
2/2 − βµiθT . Note that Wi(T) has two
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eigenvalues λ1 = λ2 = 0. Let λ = (s + 1/s − 1) in (18), and
one obtains

(1 + a1 + a0)s2 + (2 − 2a0)s + 1 − a1 + a0 = 0 (19)

with 1 + a1 + a0 = (αµiθ − βµiθ)T , 2 − 2a0 = −αµiθ
2 +

βµiθ
2 +2βµiθT , 1−a1 +a0 = 4+αµiθ

2 −βµiθ
2 − (αµiθ +

βµiθ)T . Then, one has

s2 +
(

− θ

T
+ 2β

α − β

)
s + 4

(α − β)µiθT
+ θ

T
− α + β

α − β
= 0.

(20)

To make ∥λ∥ < 1 in (18), as long as ℜ(s) < 0 in (20) is
established. Therefore, when all real parts of roots in (20) are
negative, wi(t) → 0 can be obtained. According to Lemma 2,
(20) is stable if and only if

− θ

T
+ 2β

α − β
> 0 (21)

and
(

− θ

T
+ 2β

α − β

)2( θ

T
− α + β

α − β
+ 4ℜ(µi)

(α − β)∥µi∥2θT

)

− 16ℑ2(µi)

(α − β)2∥µi∥4θ2T2
> 0. (22)

So one can easily get (10) and (11) from the above two
inequalities. According to the aforementioned analysis, that
the conditions (10) and (11) are satisfied means wi(t) → 0,
i.e., system (1) under protocol (2) can reach consensus. This
proof is completed.

Remark 2: From Theorem 1, (10) and (11) both contain the
sampling period T , the coupling gains α, β, and the commu-
nication width θ . So it is hard to choose α only by using β

or β only by using α. Therefore, one can identify a general
range of α and β at first by satisfying β(α−β) > 0, then give
a suitable θ and calculate the appropriate range of T accord-
ing to Theorem 1, or give a suitable T and then calculate the
appropriate range of θ based on Theorem 1. The benefit of
doing this is that when the other three parameters are deter-
mined first, by the two inequality conditions of Theorem 1, we
can determine the range of values for the remaining parameter
and then select the most friendly value in the range to apply
to the system in order to reach the consensus. The choice of
the corresponding value is in the range and can be modified
to get the most suitable value.

Remark 3: According to Remark 2, one can choose α, β,
and θ first, and then obtain the right interval of T by using
the results (10) and (11). To do so, let fi(T) = ci1T3 +ci2T2 +
ci3T + ci1, U i = {T|fi(T) > 0}, and U = ⋂N

i=2 U i. So the
mission is to solve U . For the reason that fi(T) = 0 has
three real roots generally, it is simple to solve U i. Hence,
based on (10) and (11), the sampling period T satisfying
T ∈ U

⋂
(max{θ, (α−β/2β) ·θ},∞) can guarantee to achieve

the consensus. For an undirected graph, an oversimplified
corollary is obtained as follows.

Corollary 2: Under Assumption 2, this system can reach
the consensus if

T >
(α − β) · θ

2β
,αβ − β2 > 0 (23)

and

θ < T <
α − β

α + β
· θ + 4

(α + β)µNθ
(24)

with µN being the maximum eigenvalue of L.
Proof: Under Lemma 3, all eigenvalues of L of the undi-

rected graph are real, i.e., ℑ(µi) = 0 and ℜ(µi) = µi for
i = 2, . . . , N. Then (22) is equal to

(
− θ

T
+ 2β

α − β

)2( θ

T
− α + β

α − β
+ 4

(α − β)µiθT

)
> 0

i = 2, . . . , N. (25)

Thus, for an undirected graph, the consensus can be reached
if conditions (23) and (24) hold.

Remark 4: Though one can choose the sampling period
appropriately from Theorem 1 and Remark 3, and how to
choose the communication width θ under the given α, β, and
T remains unknown. From (22), one has θ5 + di1θ

4 + di2θ
3 +

di3θ
2 + di4θ + di5 > 0, i = 1, 2, . . . , N, with

di1 = −(α + 5β)T
α − β

, di2 = 4β(α + 2β)T2

(α − β)2 + 4ℜ(µi)

(α − β)∥µi∥2

di3 = −4β2T3(α + β)

(α − β)3 − 16βℜ(µi)T

(α − β)2∥µi∥2

di4 = 16β2ℜ(µi)T2

(α − β)3∥µi∥2 , di5 = − 16ℑ2(µi)T

(α − β)2∥µi∥4 .

Let gi(θ) = θ5 + di1θ
4 + di2θ

3 + di3θ
2 + di4θ + di5,

Si = {θ |gi(θ) > 0}, and S = ⋂N
i=2 Si. Hence, the mission

is to solve S. Then based on (10), the communication width
θ satisfying θ ∈ S

⋂
(0, min{T, (2β/α − β) · T}) can guar-

antee to achieve the consensus. For an undirected graph, an
oversimplified corollary can be obtained as follows.

Corollary 3: Under Assumption 2, this system can reach
the consensus if

0 < θ < min
{

T,
2β

α − β
· T
}
,β(α − β) > 0 (26)

and

θ2 − (α + β)T
α − β

· θ + 4
(α − β)µi

> 0. (27)

Proof: This can be demonstrated in a similar way in
Corollary 2.

Remark 5: From (22), one has h(α,β, T, θ, µi) =
(−(θ/T)+(2β/α−β))2((θ/T)−(α+β/α−β)+[4ℜ(µi)/((α−
β)∥µi∥2θT)]) − [(16ℑ2(µi))/((α − β)2∥µi∥4θ2T2)] >

0. Find a stable consensus region [33] as V i =
{µi|h(α,β, T, θ, µi) > 0}, and V = ⋂N

i=2 V i. So the mis-
sion is changed to find whether all the nonzero eigenvalues
µi(i = 2, . . . , N) are in the stable consensus region V . Under
Assumption 1, the consensus can be reached if (10) holds and
µi ∈ V for all i = 2, . . . , N.

Remark 6: For h > 1, a similar result can be developed.
Taking h = 2 as an example, we have εi(t) = (zT

i (t), zT
i (t −

T), zT
i (t − 2T))T and for tk ∈ [tk + θ, tk+1), and one obtains

εi(t) = H∗
i εi(tk − 2T) = H∗

i εi(tk−2) = H∗
i Ŵk−2

i (T)εi(t0),
where Ŵi(T) = [Ŵi

lj] with Ŵi
11 = [M′

i(T)]2, Ŵi
12 = Ŵi

23 =
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N′
i(T), Ŵi

13 = M′
i(T)N′

i(T), Ŵi
21 = M′

i(T), Ŵi
31 = M′

i(0),
and the rest are zeros. Similarly, when tk ∈ [tk, tk + θ), using
the same method, one has εi(t) = S∗

i εi(tk−2T) = S∗
i εi(tk−2) =

S∗
i Ŵk−2

i (T)εi(t0). Combining the above two results, one has

εi(t) =
{

S∗
i Ŵk−2

i (T)εi(t0), t ∈ [tk, tk + θ)

H∗
i Ŵk−2

i (T)εi(t0), t ∈
[
tk + θ, tk+1), k ∈ N.

It is obvious to see that S∗
i and H∗

i are all determined by
M′

i(T), N′
i(T), M′

i(t − tk), and N′
i(t − tk); therefore, they

are bounded when t ∈ [tk, tk + θ) and t ∈ [tk + θ, tk+1). Then,
one can also analyze the eigenvalues of Ŵi(T) to obtain the
corresponding conditions for reaching the consensus.

B. Consensus With Cooperative Protocol (3)

Obviously, the time delay always existing in practical appli-
cations cannot be ignored. Under the distributed protocol (3)
considering the time delay, one obtains

δ̇(t) =

⎧
⎨

⎩

(IN ⊗ C)δ(t) − α(L ⊗ D)δ(tk)
+ β(L ⊗ D)δ(tk − τ ), t ∈ [tk, tk + θ)

(IN ⊗ C)δ(t), t ∈
[
tk + θ, tk+1), k ∈ N.

(28)

The Jordan form related to the Laplacian matrix L is defined
as J , i.e., L = PJ P−1, where P is as defined previously. Let
ζ(t) = (P−1 ⊗ I2)δ(t), and then (28) can be transformed to

ζ̇ (t) =

⎧
⎨

⎩

(IN ⊗ C)ζ (t) − α(J ⊗ D)ζ (tk)
+ β(J ⊗ D)ζ (tk − τ ), t ∈ [tk, tk + θ)

(IN ⊗ C)ζ (t), t ∈
[
tk + θ, tk+1), k ∈ N.

(29)

Through similar calculations, in this case, the corresponding
Lemma 4 and Corollary 1 can be obtained. It follows that:

ẇi(t) = Cwi(t) − αµiy(t)Dwi(tk) + βµiy(t)Dwi(tk − τ )

t ∈
[
tk, tk+1) (30)

where i ∈ V , µi is a nonzero eigenvalue of L, and

y(t) =
{

1, t ∈ [tk, tk + θ)

0, t ∈
[
tk + θ, tk+1), k ∈ N.

(31)

Furthermore, the conditions are established as follows.
Theorem 2: Under Assumption 1, system (1) with protocol

(3) can reach the consensus if and only if

0 < θ <
2β

α − β
· τ (32)

and
[(

2βτ

α − β
− θ

)2

+ 16ℑ2(µi)

(α − β)2∥µi∥4θ2

]

· T

<
4ℜ(µi)

(
2βτ
α−β − θ

)2

(α − β)∥µi∥2θ
−
(

2βτ

α − β
− θ

)3

. (33)

Proof: From (30), one has
(

e−Ctwi(t)
)

′ = e−Ct(−αµiy(t)Dwi(tk) + βµiy(t)Dwi(tk − τ ))

t ∈
[
tk, tk+1), i = 2, . . . , N. (34)

Then according to the aforementioned analysis, one obtains

wi(t) =

⎧
⎪⎪⎨

⎪⎪⎩

Mi(t − tk)wi(tk) + Ni(t − tk)wi(tk − τ )
t ∈ [tk, tk + θ)

M′
i(t − tk)wi(tk) + N′

i(t − tk)wi(tk − τ )

t ∈
[
tk + θ, tk+1).

(35)

Considering the relationship between various parameters
regarding time. The following cases are discussed.

Case 1: 0 < τ < min{θ, T − θ}.
For t ∈ [tk, tk + τ )

wi(t) = Mi(t − tk)wi(tk) + Ni(t − tk)wi(tk − τ ),

wi(t − τ ) = M′
i(t − tk−1 − τ )wi(tk−1)

+ N′
i(t − tk−1 − τ )wi(tk−1 − τ ).

For t ∈ [tk + τ, tk + θ)

wi(t) = Mi(t − tk)wi(tk) + Ni(t − tk)wi(tk − τ )

wi(t − τ ) = Mi(t − tk − τ )wi(tk)

+ Ni(t − tk − τ )wi(tk − τ ).

For t ∈ [tk + θ, tk + θ + τ )

wi(t) = M′
i(t − tk)wi(tk) + N′

i(t − tk)wi(tk − τ )

wi(t − τ ) = Mi(t − tk − τ )wi(tk)

+ Ni(t − tk − τ )wi(tk − τ ).

For t ∈ [tk + θ + τ, tk+1)

wi(t) = M′
i(t − tk)wi(tk) + N′

i(t − tk)wi(tk − τ )

wi(t − τ ) = M′
i(t − tk − τ )wi(tk)

+ N′
i(t − tk − τ )wi(tk − τ ).

Then

wi(tk+1) = M′
i(T)wi(tk) + N′

i(T)wi(tk − τ )

wi(tk+1 − τ ) = M′
i(T − τ )wi(tk)

+ N′
i(T − τ )wi(tk − τ ).

Let εi(t) = (wT
i (t), wT

i (t − τ ))T, ϑ = t − tk, and one has the
following.

For t ∈ [tk, tk + τ )

εi(t) = Mi0(ϑ)εi(tk−1) = Mi0(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk + τ, tk + θ)

εi(t) = Mi1(ϑ)εi(tk) = Mi1(ϑ)Mk
i3(T)εi(t0).

For t ∈ [tk + θ, tk + θ + τ )

εi(t) = Mi2(ϑ)εi(tk) = Mi2(ϑ)Mk
i3(T)εi(t0).

For t ∈ [tk + θ + τ, tk+1)

εi(t) = Mi3(ϑ)εi(tk) = Mi3(ϑ)Mk
i3(T)εi(t0)

where Mi0(t) =
(

Si1 Ti1
M′

i(t+T−τ ) N′
i(t+T−τ )

)
with Si1 =

Mi(t)Mi(t) + Ni(t)M′
i(T − τ ), Ti1 = Mi(t)Ni(T) +

Ni(t)N′
i(T − τ ), Mi1(t) =

(
Mi(t) Ni(t)

Mi(t−τ ) Ni(t−τ )

)
, Mi2(t) =

(
M′

i(t) N′
i(t)

Mi(t−τ ) Ni(t−τ )

)
, Mi3(t) =

(
M′

i(t) N′
i(t)

M′
i(t−τ ) N′

i(t − τ )

)
.

Case 2: T − θ ≤ τ < θ (θ > (T/2)).
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Similarly, one has the following.
For t ∈ [tk, tk−1 + θ + τ )

εi(t) = Mi4(ϑ)εi(tk−1) = Mi4(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk−1 + θ + τ, tk + τ )

εi(t) = Mi0(ϑ)εi(tk−1) = Mi0(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk + τ, tk + θ)

εi(t) = Mi1(ϑ)εi(tk) = Mi1(ϑ)Mk
i3(T)εi(t0).

For t ∈ [tk + θ, tk+1)

εi(t) = Mi3(ϑ)εi(tk) = Mi3(ϑ)Mk
i3(T)εi(t0)

where Mi4(t) =
(

Si2 Ti2
Mi(t+T−τ ) Ni(t+T−τ )

)
with Si2 =

Mi(t)Mi(t)+Ni(t)Mi(T−τ ), Ti2 = Mi(t)Ni(T)+Ni(t)Ni(T−τ ).
Case 3: θ < τ < T − θ (θ < T/2).
Similarly, one has the following.
For t ∈ [tk, tk + θ)

εi(t) = Mi0(ϑ)εi(tk−1) = Mi0(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk + θ, tk + τ )

εi(t) = Mi5(ϑ)εi(tk−1) = Mi5(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk + τ, tk + θ + τ )

εi(t) = Mi2(ϑ)εi(tk) = Mi2(ϑ)Mk
i3(T)εi(t0).

For t ∈ [tk + θ + τ, tk+1)

εi(t) = Mi3(ϑ)εi(tk) = Mi3(ϑ)Mk
i3(T)εi(t0)

where Mi5(t) =
(

Si3 Ti3
M′

i(t+T−τ ) N′
i(t+T−τ )

)
with Si3 =

M′
i(t)M′

i(T) + N′
i(t)M′

i(T − τ ), Ti3 = M′
i(t)N′

i(T) +
N′

i(t)N′
i(T − τ ).

Case 4: τ > max{θ, T − θ}.
Similarly, one has the following.
For t ∈ [tk, tk−1 + θ + τ )

εi(t) = Mi4(ϑ)εi(tk−1) = Mi4(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk−1 + θ + τ, tk + θ)

εi(t) = Mi0(ϑ)εi(tk−1) = Mi0(ϑ)Mk−1
i3 (T)εi(t0).

For t ∈ [tk + τ, tk + θ + τ )

εi(t) = Mi2(ϑ)εi(tk) = Mi2(ϑ)Mk
i3(T)εi(t0).

For t ∈ [tk + θ + τ, tk+1)

εi(t) = Mi3(ϑ)εi(tk) = Mi3(ϑ)Mk
i3(T)εi(t0).

According to cases 1–4 and the previous analysis, since
Mij(ϑ) are bounded when t ∈ [tk, tk + θ) and t ∈ [tk + θ, tk+1)

for all i = 2, . . . , N and j = 0, 1, 2, 3, 4, 5, we can draw that
wi(t) → 0 if εi(t) → 0. So one can obtain the conclusion
that wi(t) → 0 if and only if all eigenvalues of Mi3(T) satisfy
∥λ∥ < 1. Let |λI4 − Mi3(T) = 0|. It yields

λ4 + a1λ
3 + a0λ

2 = 0 (36)

where a1 = −2 − αµiθ
2/2 + βµiθ

2/2 + αµiθT −
βµiθT + βµiθτ and a0 = 1 + αµiθ

2/2 − βµiθ
2/2 −

Fig. 1. Velocity and position states of agents when θ = 0.5, where
(a) T = 2.15, (b) T = 2.1, and (c) T = 0.8.

βµiθτ . Note that Wi(T) has two eigenvalues λ1 =
λ2 = 0. Then the following proof can be completed with
Lemma 2, which is similar to Theorem 1. The proof is
completed.

Remark 7: According to Theorem 2, (32) is indepen-
dent of the sampling period T , so the right boundary of
the communication width θ can be calculated first for the
given coupling gains α, β and the time delay τ , i.e., θ ∈
(0, min{T, (2β/α − β) · τ }). Since (33) can be considered as
a first-order inequality of T , it is quite easy to calculate T .
Hence, based on (32) and (33), the sampling period T satisfy-
ing T ∈ (0, [[(4ℜ(µi)((2βτ/α−β)−θ)2)/((α−β)∥µi∥2θ)]−
((2βτ/α−β)−θ)3]/[((2βτ/α−β)−θ)2 +[(16ℑ2(µi))/((α−
β)2∥µi∥4θ2)]]) can guarantee to reach the consensus. For an
undirected graph, an oversimplified corollary is derived as
follows.

Corollary 4: Under Assumption 2, this system can reach
the consensus if

0 < θ <
2β

α − β
· τ (37)

and

0 < T < θ − 2βτ

α − β
+ 4

(α − β)µiθ
. (38)
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Fig. 2. Velocity and position states of agents when θ = 0.4, where
(a) T = 2.15, (b) T = 2.5, and (c) T = 2.7.

Proof: This can be demonstrated in a similar way in
Corollary 2.

It is amazing to find that whether in a directed or undirected
topology, the conclusions obtained from the previous theorem
indicate that due to time delay, the inequality of the sampling
period T is first-order rather than third-order, which is more
convenient for calculation and implementation. Hence, we can
find that sometimes the existence of time delay does not nec-
essarily have no advantage, and time delay may lead to better
algorithms.

IV. SIMULATIONS

A. Consensus With Protocol (2)

Consider a system (1) consisting of four agents with coop-
erative protocol (2) under a digraph with a spanning tree,

where L =
(

1 0 0 −1
−1 1 0 0
−1 0 1 0
0 0 −1 1

)

with µ1 = 0, µ2 = 1,

µ3 = 1.5 + 0.866j, and µ4 = 1.5 − 0.866j. Choosing α = 1,
β = 0.9, and θ = 0.5, from Theorem 1, one has that
0.09 < T < 2.1. Hence, this system is able to achieve the
consensus when the condition 0.5 < T < 2.1 satisfies. The
velocity and position states of all agents are presented in
Fig. 1, which shows us the difference of convergence when
(a) T = 2.15, (b) T = 2.1, and (c) T = 0.8. It is obvious to

Fig. 3. Velocity and position states of agents when θ = 1, where (a) T = 2.1,
(b) T = 2, and (c) T = 1.6.

see that when (a) T = 2.15, the system cannot reach the con-
sensus as t → ∞. While when (b) T = 2.1 and (c) T = 0.8,
the system can reach the consensus as t → ∞, and the latter
is faster than the former in achieving the consensus, which
indicates that in the interval of the obtained T , the smaller the
T is, the faster the agreement can be achieved.

From the above example, we can see that the sampling
period is significant for achieving the consensus. Define the
obtained upper bound T as the threshold. When θ = 0.4, the
velocity and position states are presented in Fig. 2 with (a)
T = 2.15, (b) T = 2.5, and (c) T = 2.7. Comparing Fig. 2
with Fig. 1, one can obtain that when θ = 0.4, the threshold
of the sampling period is greater than the one when θ = 0.5.
Hence, it is amazing to find that the threshold of the sampling
period is getting greater, while the communication width is
getting smaller.

B. Consensus With Protocol (3)

Consider a system (1) consisting of four agents with cooper-
ative protocol (3) under a digraph as above. Choosing α = 1,
β = 0.9, τ = 1, and when θ = 1, according to Theorem 2,
one has that T < 2.05. Thus, this system is able to achieve
the consensus when the condition 1 < T < 2.05 satisfies.
The velocity and position states of all agents are presented in
Fig. 3, which shows us the difference of convergence when
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Fig. 4. Velocity and position states of agents when θ = 0.8, where
(a) T = 2.1, (b) T = 3.2, and (c) T = 4.68.

(a) T = 2.1, (b) T = 2, and (c) T = 1.6. It is obvious to see
that when (a) T = 2.1, the system cannot reach the consen-
sus as t → ∞. While when (b) T = 2 and (c) T = 1.6, the
system can reach the consensus as t → ∞, and the latter is
faster than the former in achieving the consensus, which also
can indicate that in the interval of the obtained T , the smaller
the T is, the faster the agreement can be achieved.

Similarly when θ = 0.8, the velocity and position states
are presented in Fig. 4, with (a) T = 2.1, (b) T = 3.2, and
(c) T = 4.68. Comparing Fig. 4 with Fig. 3, it can still find
that when the time delay exists, the threshold of the sampling
period is getting greater, while the communication width is
getting smaller.

V. CONCLUSION

In this paper, the second-order consensus in multiagent
systems has been studied by intermittent sampled position data
control. By using sampled position information and intermit-
tent control, two novel consensus protocols with or without
time delay have been designed. A necessary and sufficient
condition has been obtained for the given protocol without
time delay, which concludes that if and only if two inequali-
ties about the internal parameters of system are satisfied, this
system can achieve the consensus. Then we have discussed
that the right intervals of the sampling period under other

parameters are given. Furthermore, a delay-induced consen-
sus protocol is designed. Similarly, by discussing four cases
about the relationship between various parameters regarding
time, a necessary and sufficient condition is obtained for the
delay-induced consensus protocol. In the future, the consen-
sus for multiagent systems via event-triggered and intermittent
sampled position data control will be studied.
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NEURAL NETWORKS from 2010 to 2011. He has been an Associate Editor
of the IEEE TRANSACTIONS ON CYBERNETICS (since 2014) and the IEEE
TRANSACTIONS ON FUZZY SYSTEMS (since 2016), and an Editorial Board
Member of Neural Networks (since 2012), Cognitive Computation (since
2010), and Applied Soft Computing (since 2013).





Callum Kingstree
Doktorander i reglerteknik
Ref nr: PA2020/3049-165Datum för ansökan: 2020-10-31 21:02

Födelsedatum 1998-12-15
Adress 7 Castleview Gardens

DG11 1ND Lochmaben
Dumfries and Galloway
Storbritannien

E-post callum.kingstree124@gmail.com
Kön Man
Mobiltelefon +447810170001
Telefon +441387810966

Frågor
1. Har du avlagt masterexamen?

Ja Rätt svar

2. Vid vilket universitet har du avlagt masterexamen?
The University of Edinburgh, Scotland (graduating with Master\'s degree in May 2021)

3. Ange namn på din(a) referens(er).
Prof. Sigurd Skogestad (sigurd.skogestad@ntnu.no)
Dr. Gregory Francois (gregory.francois@hevs.ch)

4. Vilket är det främsta skälet till att du söker denna tjänst?
After doing my Master\'s thesis on the topic of control I wish to further my knowledge in the field and the best way to do this is through a
PhD.
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Eget uppladdat CV

Egna filer och portfolio
Sigurd_Skogestad_Letter_of_Recommendation.pdf
Sigurd_Skogestad_Letter_of_Recommendation.pdf
Gregory_Francois_Letter_of_Recommendation.pdf
Gregory_Francois_Letter_of_Recommendation.pdf
Callum_Kingstree_Edinburgh_transcript.pdf
Callum_Kingstree_Edinburgh_transcript.pdf
Callum_Kingstree_NUS_transcript.pdf
Callum_Kingstree_NUS_transcript.pdf

Utbildningar
Titel Skola/Företag Ort Land Från-Till
Exchange Year National University of Singapore Singapore Singapore 2018-2019

Spent third year of degree on exchange at National University of Singapore.
University University of Edinburgh Edinburgh Storbritannien 2016-Nuvarande

Five-year Chemical Engineering with Management (MEng Hons) degree, with third year spent
on exchange. Will graduate in May 2021 with the projected result of a first-class.

Språk
engelska Flytande Modersmål

Körkort

Referenser
Namn Sigurd Skogestad
Företag Norwegian University of Science and Technology (NTNU)
E-post sigurd.skogestad@ntnu.no
Telefon +47 73 59 40154

Namn Gregory Francois
Företag University of Applied Sciences Western Switzerland (previously University of Edinburgh)
E-post gregory.francois@hevs.ch
Telefon +41 58 606 82 19
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7 Castleview Gardens 
Lochmaben 

Dumfries and Galloway 
DG11 1ND 

Scotland 
30/10/20 

Department of Automatic Control 
Faculty of Engineering 
Lund University 
Lund 
Sweden 

 
Dear Sir/Madam, 
 
Re: PhD Position in Department of Automatic Control at Lund University 
 
I am writing to apply for the above role, after reading about it on the Lund University website. 
Please find my CV attached appropriately. This role appeals to me as I wish to expand my 
knowledge and contribute within the field of automatic control. Being able to complete my 
PhD at Lund University, with the prestige and the high level of internationalisation that this 
brings, would be an honour.   
 
The Automatic Control Group at Lund has previously been recommended to me, and also in 
my own research I am impressed with both the quality and range of research within the group, 
especially the Innovative Control Applications research area. Being able to make an impact 
to the world around us is a passion of mine, particularly through sustainability. Seeing the 
group addressing several of the UN’s Sustainable Development Goals is outstanding.  
 
Currently, I am doing my Master’s thesis (remotely due to Covid-19) with Prof. Skogestad at 
Norwegian University of Science and Technology (NTNU) in his Process Systems group. My 
work is focussed on an extension of feedback linearization which has been developed in the 
research group. I am applying the theory to different case studies and running simulations in 
order to validate it. Working remotely has vastly improved my interpersonal skills, requiring 
to communicate with ease and clarity, and while maintaining a good relationship with the rest 
of the research group in Norway.  
 
The change to remote working has been difficult and created division within the University 
community as everyone is working on different timetables and in different time zones. As a 
pro-active self-starter, I decided to start a new project to improve communication within the 
Chemical Engineering community at the University of Edinburgh. Using my initiative, I 
decided that this will take the form of weekly videos with staff and students, discussing what 
they are currently working on, what change it is making to the world and what the outcome 
will be. I hope my skills match what you are looking for in new PhD students in the group.  
 
I look forward to hearing from you soon and would like to thank you for reading my letter. 
 
Yours faithfully 

 
 
 
 
 

Callum Kingstree 
 
callum.kingstree124@gmail.com 
 
 
 



 

Callum Kingstree                                                                                      Lund University: PhD Position in Automatic Control 

 
 

 

I am a fifth year Chemical Engineering with Management (MEng) student at the University of Edinburgh and I 
will graduate in May 2021. As a global-minded individual and having previously been chosen to study in China, 
Singapore and Norway, I am now seeking a PhD position at a University with a high international reputation in 
my chosen area of Automatic Control. I am keen to build on knowledge learned through previous control 
modules taken at university, and past projects such as my Master’s thesis, spent with Prof. Skogestad at NTNU. 
I am always willing to learn and consistently seek to go beyond expectations. 

 

 
2020 – Present: Norwegian University of Science and Technology (NTNU) 
Masters Research Project 
Six-month work experience placement with Prof. Sigurd Skogestad in the Process Control Research group. This 
work is focussed on simplifying the control structure of non-linear processes. For example; concentration 
control of a CSTR reactor and temperature control of a semi-batch polymerization reactor. Some of this work 
is planned to be published in 2021.   
 
2016 – Present: University of Edinburgh  
MEng (Hons) Chemical Engineering with Management (Average grade: 83%)  
Key Modules: Fluid Mechanics, Separation Processes, Plant Engineering, Supply Chain Management, 
Operations Management, Thermodynamics and Engineering Mathematics. 
Software: Mathcad, MATLAB, R Studio, gPROMS and UniSim (ThermoWorkbench, STE and Design) 
 
2018 – 2019: National University of Singapore (NUS) 
Chemical Engineering Exchange Year (Average grade: A) 
Recipient of Erasmus+ International Credit Mobility Scholarship. 
Key Modules: Process Dynamics and Control, Advanced Process Control, Process Synthesis and Simulation, 
Process Modelling and Numerical Simulation and Fluid-Solid Systems. 
Software: Aspen HYSYS, Simulink and LaTeX.  
 
2010-2016: Lockerbie Academy 
Held position of Head Boy and was awarded Dux.  
Advanced Highers: Physics (A), Chemistry (A) and Mathematics (A) 
Highers: Physics (A), Chemistry (A), Biology (A), Mathematics (A) and Geography (A). 
 

 

• University of Edinburgh Summer Vacation Scholarship (2019) - Last summer I was a recipient of the 
Summer Vacation Scholarship from University of Edinburgh. I was researching within the Chemical 
Engineering department to simplify the liquid pendular bridge model.  I was working with ASTEC, Inc. 
who use the current model to simulate the coating of aggregate with bitumen to use on the roads in 
America. They wish to use a simpler model in order to speed up these simulations but still capture a 
similar degree of accuracy. I was using the discrete element method (DEM) software, EDEM, along with 
basic Python coding. With regard to this, I also attended the UK-China International Particle Technology 
Forum. Through this I have learned key research skills; both undertaking my own studies and being able 
to present my findings to an industry representative. 

   

EDUCATION 

PERSONAL STATEMENT 

CALLUM ROSS KINGSTREE 
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Callum Kingstree                                                                                      Lund University: PhD Position in Automatic Control 

 
• Nanjing University of Aeronautics and Astronautics (2018) - Spending a month at Nanjing University 

of Aeronautics and Astronautics in 2018 demonstrated my adaptability to fit in to completely new 
surroundings. I developed skills required to work in a different country and strived on this by embracing 
the language and culture. Working in a diverse environment helped me foster new world-views, fuel new 
ideas and broaden my horizons. The summer course was focused on computer numerically controlled 
(CNC) machines; in a group of mixed students we had the task to code a machine to produce a 
prototype metal desk vice. There was often a language barrier but through team-work and 
perseverance we made this work.  

 

• After studying at The National University of Singapore I have developed my independent skills, such 
as problem solving, and how to cope with stressful and challenging situations after having to sort out 
all accommodation and visas on my own. The difference in academic standards and the general 
university style challenged me and put me outside of my comfort-zone but I worked hard to become 
versatile and maintain my high grades. This is where I was first introduced to process control and 
after my excellent performance and class participation in the basic process control course I was 
allowed to be admitted to the advanced process control course – not usually offered to exchange 
students. This covered topics such as robust control, digital control and MIMO systems. 
 

• While in Singapore I felt as though the welcoming experience for international students was fairly 
minimal. Working on my own initiative, to improve the exchange experience for students coming to 
Edinburgh, I joined the Tandem committee. This year, I am the events coordinator for the committee 
and with this role I help to organise ‘Language Cafes’ - these encourage international students to 
interact and become a part of the University community.  
 

• I am an efficient communicator - in both listening and talking - demonstrated while presenting at Royal 
Society’s Summer Science Exhibition in London, building on existing skills gained while Head Boy at 
Lockerbie Academy. Furthermore, I organised the inaugural Remembrance Week in Lockerbie for the 
victims of the Lockerbie Air Disaster – this was run in collaboration with the Remembrance week at 
Syracuse University, New York State –a very important week in the University’s calendar where they 
remember the students who sadly never returned from their year abroad. This was a very moving 
experience but it was an honour to organise. 
 

• I am very hard working, this is evident in achieving the top mark in Scotland for my Higher Geography 
exam, the Dux award (academic prize for highest grades) for my school and also the Horsburgh Award 
for my Mathematics results at University. Furthermore, being awarded a First-class grade for my design 
project is a highlight of mine. This project was focused on designing a plant to produce hydrogen, while 
capturing the carbon dioxide released. 
 
 

• Through playing hockey and rowing for my university I have become a team player and an effective 
contributor. I am always reliable, organised and maintain positivity within the team. I thoroughly enjoy 
wearing my colours and representing with pride. In my spare time I enjoy running and I am currently 
training to run a marathon- requiring strict commitment and the ability to never give up. 
 

• In 2017 I became a STEM ambassador for East Scotland, this involves being pro-active and going into 
local schools to help with STEM related activities. I always enjoy helping others and giving back to 
people who have previously helped me. Furthermore, last year at university I was involved in the peer 
mentoring scheme, for this we had to undergo training sessions to be able to help a first-year student 
who was struggling to adapt to university life. This was very interesting and taught me lots of 
transferable skills, for example time management techniques.  I have also played a role in peer-support 
for students going abroad next year, to try to share my experience and tell them what to expect. 
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To:  Whom It May Concern

Letter of recommendation for Mr. Callum Kingstree   
 
This letter is in support of Mr. Callum Kingstree who I understand is applying for a PhD position.  
 

Callum is presently a Master student at the University of Edinburgh, and he contacted me about one 
year ago about the possibility to do a Master Thesis with me in Trondheim on process control. We 
agreed on a very good topic and he started working with me on the Master thesis in early June 
2020. Unfortunately, because of the COVID situation he has yet not been able to come physically to 
Trondheim, but we have interacted closely on video phone (zoom) and by email. 
 
The topic of his master thesis is “input transformations for disturbance rejection, decoupling and 
linearization”. It may be viewed as an extension of feedback linearization, with focus on process 
control applications. The emphasis is on the transformation of variables and on making this simple 
and robust. Callum has contributed with several very interesting simulation examples, some of 
which we are planning to publish. 
 
We have many good Master students in Trondheim, but I have been very impressed about Callum, 
both with respect to his knowledge, independence, motivation and work ethics. He works very 
efficiently, and he is simply an excellent student. I would be happy to have him as a PhD student for 
myself if I had the funding.  
 
I am sure Callum Kingstree will be an excellent candidate for any PhD program in process control 
and systems engineering.  Please do not hesitate to contact med for further information. 
 
 
 

 
Sigurd Skogestad 
Professor of Chemical Engineering 



 

HES-SO Valais-Wallis • rte du Rawil 47 • C.P. • 1950 Sion 2 
+41 58 606 85 23 • hei@hevs.ch • www.hevs.ch/hei 

  

 

Prof Dr. Grégory Francois, HDR 
HES-SO Valais-Wallis  
Route du Rawyl 47, CP 2134 
CH - 1950 Sion 2 Switzerland 
gregory.francois@hevs.ch 

  

 
Sion, Switzerland, October 30, 2020 

  
To whomsoever it may concern  

This is with great pleasure that I am writing this letter of recommendation to support the application of 
M. Callum Kingstree. I have known Callum for a couple of years, having been the course organiser and 
the academic supervisor of his chemical engineering design project in 2019-2020, before I moved back to 
Switzerland to take a position of Professor of Automatic Control in a Systems Engineering department, 
while being still affiliated at the University of Edinburgh as Inivited Senior Lecturer. 
 
The design project course is a whole-year 40-credits 4th year course (~20 ECTS credits). Callum has 
therefore been working for 14 weeks on the joined industrial remit of Energaia (https://energaia.com) and 
SSE (https://sse.co.uk/home) with his group. As their academic advisor, I had weekly meetings with him 
and his group from November 2019 to April 2020, the last ones having been online team meetings, and I 
have thus witnessed his performances over a relatively long time-period, in the context of a challenging 
project with a heavy workload, made more complicated by the CoVid-19 outbreak, by the end of their 
project.  
 
I must say that his performances during the project have been outstanding. He has shown patience, 
diligence, commitment, curiosity, creativity and a strong engineering insight and common sense combined 
to an excellent level of scientific (research) skills, from the very beginning until the end of the project. At 
this stage, I have also to underline his interpersonal and communication skills, which have been a strong 
asset for him and his group during the project. His responsiveness to supervision and constructive 
criticism has been excellent, and his dedication to the project, his capacity to argue and collaborate with 
his teammates, preserving always a very pleasant working atmosphere, have been impressive.  
 
He indeed very quickly took a major role in his group, thanks to his natural leadership skills, becoming one 
of the main contributors. He always did it to the benefits of the whole group, leaving enough space to 
everybody to propose and discuss individual and collective ideas. Callum is certainly committed to 
excellence and achieved significantly more than what can be expected from an undergrad student, in 
particular for his individual design report. He showed evidences of a very good combination of engineering 
and research skills and his capacity to excel in teamwork, as well as for independent work. In addition, 
while the global situation in March was getting worse and most his groupmates having to go back to their 
home countries or home towns, he managed to kept the group focused for the last weeks of the project 
and we did not miss any meeting. 
 
Coming back to Callum’s academic performances, you will have seen his level of marks, which put him in 
the top 5% of his cohort (if not top 2%), and could lead him to a 1st class degree, which is the highest 
degree classification in the UK, and which is very difficult to obtain at the University of Edinburgh. Of note 
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is that a 2:1 degree classification (i..e. the second best degree classification, after the 1st class degree) is 
a typical requirement for acceptance by doctoral programs in the UK.  
 
His performances have been very consistent and he obtained excellent marks in almost all courses, 
irrespective of them dealing with theoretical, scientific, applied or engineering topics. He has excellent 
analytical reasoning skills, he grasps concepts and creates connections quickly, and he always keeps in 
mind the necessity to contextualise, quantify, criticise and communicate his results, four major skills for a 
PhD student. 
 
Callum and I have discussed several times about PhD studies over the past year, and his motivation 
seems to me very deep, sincere and solid. We also discussed his motivation as he has always shown 
interest for automatic control, especially since his year abroad at the National University in Singapore. We 
discussed about automatic control at many different occasions, also when he decided to do his masters 
project with Prof. Sigurd Skogestad at NTNU in Norway. This is because he knew I was teaching process 
dynamics and control in Edinburgh since 2015, after having spent among other academic positions more 
than 10 years at the Automatic Control Laboratory of EPFL in Lausanne. He wanted to discuss research 
and career opportunities in the field of automatic control right after he came back from Singapore where 
he developed this very deep interest for the field. I have been impressed by the strength of his motivation, 
and even though our discussion also covered career opportunities in control in the industry, several of his 
questions and the nature of most of our early conversations made me think that I would not be surprised if 
Callum would decide to go for a PhD thesis.  
 
I am convinced that his motivation, his curiosity, his creativity and his commitment to excellence are very 
strong assets, on top of his excellent to outstanding level of academic performances, to excel in a PhD 
programme, and would he have applied for a PhD in my group, would I have had open positions, I would 
have certainly considered very seriously his application.   
 
For all the reasons above and others that I will not include in this letter to keep it short, I strongly 
recommend Callum, without any reservation.  
 
With best regards, 
 
 
 

Prof. Dr. Grégory Francois 
University of Applied Sciences 
and Arts Western Switzerland 
(HES-SO), Valais Wallis  
 
Invited Senior Lecturer, The 
University of Edinburgh 
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������� &+((����� &KHPLFDO�5HDFWLRQ�(QJLQHHULQJ�� �� $� 3 �� � ��
������� &+((����� &KHPLFDO�(QJLQHHULQJ�6WXG\�3URMHFW�� �� % 3 �� � ��
������� &+((����� &KHPLFDO�(QJLQHHULQJ�'HVLJQ�� �� $� 3 �� � ��
������� 0$((����� 6XSSO\�&KDLQ�0DQDJHPHQW�� �� $� 3 �� � ��
������� 0$((����� 2SHUDWLRQV�0DQDJHPHQW�� �� $� 3 �� � ��
������� 0$((����� (QJLQHHULQJ�3URMHFW�0DQDJHPHQW�� �� $� 3 �� � ��

6XE�7RWDO�����

���(XURSHDQ�&UHGLW�7UDQVIHU�6FKHPH��(&76��FUHGLW� ���8QLYHUVLW\�RI�(GLQEXUJK�FUHGLWV 7RWDO�����

$GGLWLRQDO�,QIRUPDWLRQ
3UL]HV�DQG�0HGDOV��
���������+RUVEXUJK�3UL]H�IRU�WKH�EHVW�(QJLQHHULQJ�VWXGHQWV�LQ�WKH�3UH�+RQRXUV�<HDU���0DWKHPDWLFV�FRXUVHV�
$GGLWLRQDO�5HFRJQLVHG�$FWLYLWLHV��1RQH�UHFRUGHG
$GGLWLRQDO�1RWHV����������2SWLRQDO�(UDVPXV��,&0�)XOO�<HDU�$EURDG�DW�1DWLRQDO�8QLYHUVLW\�RI�6LQJDSRUH��6LQJDSRUH
��������3DUW�<HDU�:RUN�3ODFHPHQW�DW�1RUZHJLDQ�8QLYHUVLW\�RI�6FLHQFH�DQG�7HFKQRORJ\��1RUZD\��5HPRWH�ZRUN�IURP
6FRWODQG

&HUWLILFDWLRQ�

/LVD�'DZVRQ��'LUHFWRU�RI�6WXGHQW�6\VWHPV�DQG�$GPLQLVWUDWLRQ
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*UDGLQJ�6FKHPH
*UDGH�([SHFWDWLRQV��KWWSV���ZZZ�HG�DF�XN�VWXGHQW�V\VWHPV�VXSSRUW�JXLGDQFH�DGPLQ�VXSSRUW�VWDII�VWXGHQW�DGPLQ�FROOHJHV�VFKRROV�DVVHVVPHQW�
KXE�UHFRUGLQJ�RI�FRXUVH�DVVHVVPHQW�UHVXOWV�ZLWKLQ�HXFO
*UDGHV�IROORZHG�E\�
$
� �)DLO��&UHGLWV�$ZDUGHG�RQ�$JJUHJDWLRQ�
*UDGHV�
(6
�DQG�
36
� �IDLO�UHVXOW�RI����RU����EXW�SDVV�DQG�FUHGLWV�DZDUGHG�GXH�WR�VSHFLDO�FLUFXPVWDQFHV
*UDGH�&'� �&RXUVH�GHOLYHU\�GLVUXSWHG��DZDUGHG�RQ�DJJUHJDWH

&RPPRQ�0DUNLQJ�6FKHPH�IURP����������
:LWK�HIIHFW�IURP�$FDGHPLF�6HVVLRQ������������WKH�PDUNLQJ�VFKHPH�IRU�XQGHUJUDGXDWH�GHJUHH�H[DPLQDWLRQV�LQ�DOO�6FKRROV�LV�DV�IROORZV��H[FHSW�IRU�WKH�5R\DO
�'LFN��6FKRRO�RI�9HWHULQDU\�6WXGLHV�DQG�WKH�0�%��&K�%��FXUULFXOXP�LQ�WKH�&ROOHJH�RI�0HGLFLQH�DQG�9HWHULQDU\�0HGLFLQH�

+212856
121�+212856

+RQRXUV�&ODVV 0DUN���� *UDGH 'HVFULSWLRQ
, ������ $� ([FHOOHQW
, ����� $� ([FHOOHQW
, ����� $� ([FHOOHQW
,,�� ����� % 9HU\�*RRG

,,�� ����� & 3HUIRUPDQFH�DW�D�OHYHO�VKRZLQJ�WKH�SRWHQWLDO�WR�DFKLHYH�DW�OHDVW�D
ORZHU�VHFRQG�FODVV�KRQRXUV�GHJUHH

,,, ����� ' 3DVV��PD\�QRW�EH�VXIILFLHQW�IRU�SURJUHVVLRQ�WR�DQ�KRQRXUV
SURJUDPPH

)DLO ����� ( 0DUJLQDO�)DLO
)DLO ����� ) &OHDU�)DLO
)DLO ����� * %DG�)DLO
)DLO ��� + %DG�)DLO

%DFKHORU�RI�9HWHULQDU\�0HGLFLQH�DQG�6XUJHU\��%906���5R\DO��'LFN��6FKRRO�RI�9HWHULQDU\�6WXGLHV
������� �$��([FHOOHQW��������� �%��9HU\�*RRG��������� �&��*RRG��������� �'��6DWLVIDFWRU\�������� �(��0DUJLQDO�)DLO�������� �)��&OHDU�)DLO�������� �*��%DG�)DLO�

%906�LV�D�0DVWHUV�OHYHO�GHJUHH�DQG�LV�QRW�FODVVLILHG�LQWR�DQ\�RWKHU�*3$�RU�VLPLODU�V\VWHP��'XH�WR�GLIIHUHQFHV�LQ�H[DPLQLQJ�V\VWHPV��LW�LV�UDUH�IRU�VWXGHQWV�WR
UHFHLYH�D�PDUN�JUHDWHU�WKDQ�����ZLWK�����RU�JUHDWHU�HTXDWLQJ�WR�D�GLVWLQFWLRQ�

3RVWJUDGXDWH�([WHQGHG�&RPPRQ�0DUNLQJ�6FKHPH��ZLWK�HIIHFW�IURP�$FDGHPLF�6HVVLRQ�����������
0DUN���� *UDGH 'HVFULSWLRQ
������ $� $Q�H[FHOOHQW�SHUIRUPDQFH��VDWLVIDFWRU\�IRU�D�GLVWLQFWLRQ
����� $� $Q�H[FHOOHQW�SHUIRUPDQFH��VDWLVIDFWRU\�IRU�D�GLVWLQFWLRQ
����� $� $Q�H[FHOOHQW�SHUIRUPDQFH��VDWLVIDFWRU\�IRU�D�GLVWLQFWLRQ
����� % $�YHU\�JRRG�SHUIRUPDQFH
����� & $�JRRG�SHUIRUPDQFH��VDWLVIDFWRU\�IRU�D�PDVWHU
V�GHJUHH

�����
 ' $�VDWLVIDFWRU\�SHUIRUPDQFH�IRU�WKH�GLSORPD��EXW�LQDGHTXDWH�IRU�D
PDVWHU
V�GHJUHH

�����

 ( 0DUJLQDO�)DLO



����� ) &OHDU�)DLO



����� * %DG�)DLO�



��� + %DG�)DLO





�$VVHVVPHQW�RI�WKH�GLVVHUWDWLRQ��$�PDUN�RI�������PD\�EH�XVHG�WR�GHQRWH�WKH�SRVVLELOLW\�WKDW�E\�PLQRU�UHYLVLRQ�WKH�ZRUN�PD\�EH�XSJUDGHG�WR�D�0DVWHUV�VWDQGDUG�


�$VVHVVPHQW�RI�WKH�GLVVHUWDWLRQ��$�PDUN�RI�������PD\�EH�XVHG�WR�GHQRWH�WKH�SRVVLELOLW\�WKDW�E\�PLQRU�UHYLVLRQ�WKH�ZRUN�PD\�EH�XSJUDGHG�WR�D�GLSORPD�VWDQGDUG�



�$VVHVVPHQW�RI�WKH�GLVVHUWDWLRQ��,Q�WKRVH�SURJUDPPHV�ZKHUH�D�GLSORPD�PD\�EH�DZDUGHG�IRU�WKH�WDXJKW�FRPSRQHQW�RQO\��D�IDLOHG�GLVVHUWDWLRQ�PD\�EH�SXW�DVLGH�IRU�WKH�GLSORPD�
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,QIRUPDWLRQ�RQ�WKH�1DWLRQDO�+LJKHU�(GXFDWLRQ�6\VWHP
'HVFULSWLRQ�RI�+LJKHU�(GXFDWLRQ�LQ�6FRWODQG
6FRWODQG
V�GLVWLQFWLYH�KLJKHU�HGXFDWLRQ�V\VWHP�KDV����KLJKHU�HGXFDWLRQ�LQVWLWXWLRQV��+(,V���7KH����8QLYHUVLWLHV��WKH�2SHQ�8QLYHUVLW\�LQ�6FRWODQG����FROOHJHV�RI�KLJKHU�HGXFDWLRQ����DUW�VFKRROV�DQG�D
FRQVHUYDWRLUH�DUH�SDUW�IXQGHG�IRU�UHVHDUFK��WHDFKLQJ�DQG�OHDUQLQJ�WKURXJK�WKH�6FRWWLVK�)XQGLQJ�&RXQFLO�
7KH�+(,V�DUH�LQGHSHQGHQW��VHOI�JRYHUQLQJ�ERGLHV��DFWLYH�LQ�WHDFKLQJ��UHVHDUFK�DQG�VFKRODUVKLS��7KH\�GHFLGH�WKH�GHJUHHV�WKH\�RIIHU��WKH�FRQGLWLRQV�RQ�ZKLFK�WKH\�DUH�DZDUGHG�DQG�WKH�DGPLVVLRQV
DUUDQJHPHQWV��'HJUHHV�DQG�RWKHU�KLJKHU�HGXFDWLRQ�TXDOLILFDWLRQV�DUH�OHJDOO\�RZQHG�E\�WKH�DZDUGLQJ�LQVWLWXWLRQ��QRW�E\�WKH�VWDWH��7KH�+(,V�RIIHU�TXDOLILFDWLRQV�DW�XQGHUJUDGXDWH��%RORJQD�ILUVW�F\FOH��DQG
SRVWJUDGXDWH��%RORJQD�VHFRQG�DQG�WKLUG�F\FOH��OHYHOV��,Q�6FRWODQG��WKH�ODZ�GLVWLQJXLVKHV�WKH�SRZHU�WR�DZDUG�GHJUHHV�RQ�WKH�EDVLV�RI�FRPSOHWLRQ�RI�WDXJKW�SURJUDPPHV�IURP�WKH�SRZHU�WR�DZDUG�UHVHDUFK
GHJUHHV��8QLYHUVLWLHV�KDYH�SRZHUV�WR�DZDUG�WDXJKW�DQG�UHVHDUFK�GHJUHHV��6RPH�RWKHU�+(,V�KDYH�SRZHUV�WR�DZDUG�GHJUHHV�ZKLOH�RWKHUV�RIIHU�SURJUDPPHV�OHDGLQJ�WR�GHJUHHV�DZDUGHG�E\�+(,V�ZLWK�GHJUHH
SRZHUV�
/LVWV�RI�LQVWLWXWLRQV�ZLWK�SRZHUV�WRZDUG�GHJUHHV�DQG�LQVWLWXWLRQV�UHFRJQLVHG�E\�DXWKRULWLHV�LQ�6FRWODQG�DV�EHLQJ�DEOH�WR�RIIHU�FRXUVHV�OHDGLQJ�WR�D�GHJUHH�RI�DQRWKHU�+(,�PD\�EH�IRXQG�DW
�KWWS���ZZZ�XQLYVLWLHV�VFRWODQG�DF�XN���$�VPDOO�QXPEHU�RI�GHJUHHV�DUH�DYDLODEOH�LQ�FROOHJHV�RI�IXUWKHU�HGXFDWLRQ�E\�WKH�DXWKRULW\�RI�D�GXO\�HPSRZHUHG�+(,�
4XDOLILFDWLRQV
7KH�W\SHV�RI�TXDOLILFDWLRQ�DZDUGHG�DW�WKH�XQGHUJUDGXDWH��ILUVW�F\FOH��DQG�SRVWJUDGXDWH�OHYHO��VHFRQG�DQG�WKLUG�F\FOHV��LQ�6FRWODQG�DUH�GHVFULEHG�LQ�WKH�)UDPHZRUN�IRU�+LJKHU�(GXFDWLRQ�TXDOLILFDWLRQV�LQ
6FRWODQG�ZKLFK�LQFOXGHV�TXDOLILFDWLRQV�GHVFULSWRUV��GHYHORSHG�ZLWK�WKH�KLJKHU�HGXFDWLRQ�VHFWRU��KWWS���ZZZ�TDD�DF�XN���7KH�)UDPHZRUN�LV�DQ�LQWHJUDO�SDUW�RI�D�ZLGHU�QDWLRQDO�IUDPHZRUN��WKH�6FRWWLVK
&UHGLW�DQG�4XDOLILFDWLRQV�)UDPHZRUN�WKDW�FRYHUV�DOO�IRUPV�RI�SURJUDPPHV�DQG�TXDOLILFDWLRQV�IURP�6FKRRO�WR�'RFWRUDWHV��VHH�WDEOH���DQG�KWWS���ZZZ�VFTI�RUJ�XN���,QVWLWXWLRQV�XVH�6&4)�FUHGLW�SRLQWV�IRU
VWXGHQWV�HQWHULQJ�RU�WUDQVIHUULQJ�EHWZHHQ�SURJUDPPHV�RU�LQVWLWXWLRQV��DQG�XVH�(&76�IRU�WUDQVIHUV�ZLWKLQ�WKH�(XURSHDQ�DUHD�
$GPLVVLRQ
5HTXLUHPHQWV�IRU�SDUWLFXODU�SURJUDPPHV�DUH�VHW�E\�WKH�+(,V�ZKLFK�RIIHU�D�UDQJH�RI�URXWHV�IRU�HQWU\�DQG�RU�FUHGLW�WUDQVIHU�LQWR�WKHLU�SURJUDPPHV��DQG�DGPLW�VWXGHQWV�ZKRP�WKH\�EHOLHYH�KDYH�WKH
SRWHQWLDO�WR�FRPSOHWH�WKHLU�SURJUDPPHV�VXFFHVVIXOO\��7KH�2SHQ�8QLYHUVLW\�LV�DQ�RSHQ�HQWU\�LQVWLWXWLRQ��7KH�PRVW�FRPPRQ�TXDOLILFDWLRQ�IRU�HQWU\�WR�KLJKHU�HGXFDWLRQ�LV�WKH�+LJKHU�RU�$GYDQFHG�+LJKHU�RU�
IRU�HQWUDQWV�IURP�WKH�UHVW�RI�WKH�8�.���WKH�*HQHUDO�&HUWLILFDWH�RI�(GXFDWLRQ�DW�
$GYDQFHG
�OHYHO��LQFOXGLQJ�WKH��DGYDQFHG�VXSSOHPHQWDU\���RU�FRPSDUDEOH�TXDOLILFDWLRQV��)RXU�RU�ILYH�+LJKHUV�DUH�QRUPDOO\
WDNHQ�LQ�WKH��WK�DQG��WK�\HDU�RI�VHFRQGDU\�VFKRRO�RU�DW�FROOHJH�RU�IXUWKHU�HGXFDWLRQ�DQG�VWXGLHG�LQ�FRQVLGHUDEOH�GHSWK��LQYROYLQJ�FRXUVHZRUN�DQG�ILQDO�H[DPLQDWLRQV��$GYDQFHG�+LJKHUV�DUH�WDNHQ�LQ�WKH
�WK�\HDU��$�PDMRU�URXWH�LQWR�'HJUHHV��RIWHQ�ZLWK�WUDQVIHU�RI�FUHGLW��LV�WKH�KLJKHU�1DWLRQDO�4XDOLILFDWLRQV�RIIHUHG�LQ�FROOHJHV�RU�IXUWKHU�HGXFDWLRQ�
4XDOLW\�$VVXUDQFH
6WDQGDUGV�RI�TXDOLILFDWLRQ�DQG�WKH�TXDOLW\�RI�WKH�VWXGHQW�OHDUQLQJ�H[SHULHQFH�DUH�PDLQWDLQHG�E\�WKH�+(,V�XVLQJ�D�UDQJH�RI�SURFHVVHV�LQFOXGLQJ�H[WHQVLYH�XVH�RI�H[WHUQDO�H[DPLQHUV��,Q�VRPH�VXEMHFW�DUHDV�
3URIHVVLRQDO�DQG�6WDWXDU\�%RGLHV�KDYH�D�UROH�WR�HQVXUH�WKDW�SURJUDPPHV�PHHW�WKH�QHHGV�DQG�VWDQGDUGV�RI�WKH�SDUWLFXODU�SURIHVVLRQ��+(,V�LQ�6FRWODQG�GHPRQVWUDWH�WKHLU�SXEOLF�DFFRXQWDELOLW\�IRU�TXDOLW\
DQG�VWDQGDUGV�WKURXJK�D�QDWLRQDO�TXDOLW\�DQG�VWDQGDUGV�WKURXJK�D�QDWLRQDO�TXDOLW\�DVVXUDQFH�IUDPHZRUN�WKDW�KDV�D�VWURQJ�IRFXV�RQ�HQKDQFHPHQW�DV�IROORZV��+(,V�WDNH�DFFRXQW�RI�D�4$$�SXEOLVKHG�8�.��
ZLGH�FRGH�RI�SUDFWLFH�IRU�TXDOLW\�DVVXUDQFH��DQG�8�.��VXEMHFW�OHYHO�
EHQFKPDUN
�VWDWHPHQWV�RQ�VWDQGDUGV��VHH�KWWS���ZZZ�TDD�DF�XN���6XEMHFW�OHYHO�LVVXHV�DUH�DGGUHVVHG�E\�+(,V�LQWHUQDO�UHYLHZV
FRQGXFWHG�LQ�DFFRUGDQFH�ZLWK�JXLGDQFH�LVVXHG�E\�WKH�6FRWWLVK�)XQGLQJ�&RXQFLO��6+()&��VHH�KWWS���ZZZ�VFI�DF�XN���([WHUQDO�UHYLHZV�DUH�FRQGXFWHG�E\�WKH�4XDOLW\�$VVXUDQFH�$JHQF\�IRU�+LJKHU�(GXFDWLRQ
LQ�6FRWODQG��4$$���7KH�$JHQF\�LV�DQ�LQGHSHQGHQW�ERG\�HVWDEOLVKHG�WR�SURYLGH�SXEOLF�FRQILGHQFH�LQ�WKH�TXDOLW\�DQG�VWDQGDUGV�RI�KLJKHU�HGXFDWLRQ��,W�LQYROYHV�VWXGHQWV�LQ�LWV�TXDOLW\�HQKDQFHPHQW
DFWLYLWLHV��7KH�$JHQF\�SXEOLVKHV�UHSRUWV�RQ�WKH�RXWFRPHV�RI�UHYLHZV�DQG�WKH�FRQILGHQFH�WKDW�FDQ�EH�SODFHG�LQ�WKH�+(,V
�DUUDQJHPHQWV�IRU�DVVXULQJ�DQG�HQKDQFLQJ�VWDQGDUGV�DQG�TXDOLW\��DQG�IRU�HQVXULQJ
WKDW�WKH\�SURYLGH�SXEOLF�LQIRUPDWLRQ�WKDW�LV�FRPSOHWH��DFFXUDWH�DQG�IDLU��VHH�KWWS���ZZZ�TDD�DF�XN���$�QDWLRQDO�GHYHORSPHQW�VHUYLFH�VXSSRUWV�VWXGHQWV�LQ�WKHLU�UROH�DV�DFWLYH�SDUWLFLSDQWV�LQ�DVVXULQJ�DQG
HQKDQFLQJ�TXDOLW\�DQG�VWDQGDUGV��VHH�KWWS���ZZZ�VSDUTV�RUJ�XN��
7DEOH����7KH�6FRWWLVK�&UHGLW�DQG�4XDOLILFDWLRQV�)UDPHZRUN��6&4)�
7KH�6&4)�FRYHUV�DOO�WKH�PDMRU�TXDOLILFDWLRQV�LQ�6FRWODQG�IURP�VFKRRO�WR�'RFWRUDWH�DQG�LQFOXGLQJ�ZRUN�EDVHG�6FRWWLVK�9RFDWLRQDO�4XDOLILFDWLRQV��694V�

6&4)�/HYHO 4XDOLILFDWLRQV�RI�+LJKHU�(GXFDWLRQ�,QVWLWXWLRQV 64$�+LJKHU�1DWLRQDO�DQG�1DWLRQDO�8QLWV��&RXUVHV�DQG�*URXS�$ZDUGV 694V

�� 'RFWRUDO�'HJUHHV
�0LQLPXP�����6&4)�FUHGLWV� � �

��

0DVWHUV�'HJUHHV
�0LQLPXP�����6&4)�FUHGLWV�

3RVWJUDGXDWH�'LSORPD
�0LQLPXP�����6&4)�FUHGLWV�
,QWHJUDWHG�0DVWHUV�'HJUHHV
�0LQLPXP�����6&4)�FUHGLWV�

� 694��

��
%DFKHORUV�'HJUHH�ZLWK�+RQRXUV
�0LQLPXP�����6&4)�FUHGLWV�

*UDGXDWH�'LSORPDV�DQG�&HUWLILFDWHV
� �

�
%DFKHORUV�'HJUHH

�0LQLPXP�����6&4)�FUHGLW�
*UDGXDWH�'LSORPDV�DQG�&HUWLILFDWHV

� �

� 'LSORPD�RI�+LJKHU�(GXFDWLRQ
�0LQLPXP�����6&4)�FUHGLWV� +LJKHU�1DWLRQDO�'LSORPD 694��

� &HUWLILFDWH�RI�+LJKHU�(GXFDWLRQ
�0LQLPXP�����6&4)�FUHGLWV�

$GYDQFHG�+LJKHU
+LJKHU�1DWLRQDO�&HUWLILFDWH �

� � +LJKHU 694��

� � ,QWHUPHGLDWH��
&UHGLW�6WDQGDUG�*UDGH 694��

� � ,QWHUPHGLDWH��
*HQHUDO�6WDQGDUG�*UDGH 694��

� � $FFHVV��
)RXQGDWLRQ�6WDQGDUG�*UDGH �

� � $FFHVV�� �
� � $FFHVV�� �

1RWHV
���6&4)�OHYHOV�UHSUHVHQW�LQFUHDVLQJ�FRPSOH[LW\�DQG�GHPDQG�LQ�OHDUQLQJ�RXWFRPH�
���2QH�FUHGLW�UHSUHVHQWV�WKH�RXWFRPHV�DFKLHYDEOH�E\�WKH�DYHUDJH�WKURXJK����QRWLRQDO�KRXUV�RI�OHDUQHU�HIIRUW��,Q�JHQHUDO�WHUPV��RQH�IXOO�WLPH�XQGHUJUDGXDWH�\HDU�LV�FRQVLGHUHG�WR�EH�����FUHGLWV�ZRUWK�RI
OHDUQLQJ��$�SRVWJUDGXDWH�\HDU�LV�����FUHGLWV����(&76�FUHGLW�LV�GHHPHG�HTXLYDOHQW�WR���6&4)�FUHGLWV��5HVHDUFK�GHJUHHV���0DVWHU�RI�3KLORVRSK\��03KLO��DQG�'RFWRU�RI�3KLORVRSK\��3K'��DUH�QRW�FUHGLW�UDWHG�
���*UDGXDWH�&HUWLILFDWHV��PLQLPXP�RI����6&4)�FUHGLWV��DQG�*UDGXDWH�'LSORPDV��PLQLPXP�RI�����FUHGLWV��DUH�RIIHUHG�DW�OHYHOV���DQG����ZLWKLQ�WKH�6&4)�IUDPHZRUN��7KH\�DUH�RIIHUHG�IRU�SURJUDPPHV�WKDW
DUH�IRU�JUDGXDWHV�EXW�GR�QRW�KDYH�RXWFRPHV�WKDW�DUH�DW�SRVWJUDGXDWH�OHYHO�
���7KH�%DFKHORUV�'HJUHH��OHYHO����OHDGV�WR�HPSOR\PHQW�DQG�LQ�VRPH�LQVWDQFHV�FDQ�JLYH�DFFHVV�WR�SRVWJUDGXDWH�VWXG\�SDUWLFXODUO\�ZKHQ�DFFRPSDQLHG�E\�UHOHYDQW�ZRUN�RU�SURIHVVLRQDO�H[SHULHQFH�
���$W�3RVWJUDGXDWH�OHYHOV��WKH�IUDPHZRUN�DQG�WKH�KLJKHU�HGXFDWLRQ�TXDOLILFDWLRQV�DUH�WKH�VDPH�DV�WKRVH�IRU�WKH�UHVW�RI�WKH�8.��7KH�+RQRXUV�'HJUHH�OHYHOV�RI�WKH�IUDPHZRUNV�DUH�FRQVLGHUHG�WR�EH�LQ
EURDG�DOLJQPHQW��WKH�+RQRXUV�'HJUHH�LQ�6FRWODQG�QRUPDOO\�WDNHV���\HDUV�DQG�WKDW�LQ�WKH�UHVW�RI�WKH�8.�WDNHV���\HDUV���%HORZ�+RQRXUV�OHYHO�WKH�IUDPHZRUNV�UHIOHFW�WKH�GLIIHUHQW�HGXFDWLRQDO�VWUXFWXUHV�RI
6FRWODQG�DQG�WKH�UHVW�RI�WKH�8.�
���6FRWODQG�KDV�D�GLVWLQFWLYH�KLJKHU�HGXFDWLRQ�V\VWHP�DQG�DOVR�RSHUDWHV�XQGHU�D�GHYROYHG�JRYHUQPHQW��LQFOXGLQJ�IRU�KLJKHU�HGXFDWLRQ��7KHUH�LV�D�VHSDUDWH�'HVFULSWLRQ�RI�+LJKHU�(GXFDWLRQ�LQ�(QJODQG�
:DOHV�DQG�1RUWKHUQ�,UHODQG�ZKHUH�WKH�V\VWHP�LV�GLIIHUHQW�WR�WKDW�RI�6FRWODQG�
���7KLV�QDWLRQDO�GHVFULSWLRQ�LV�HQGRUVHG�E\�WKH�4XDOLW\�:RUNLQJ�*URXS�ZKLFK�LV�D�QDWLRQDO�FRPPLWWHH�ZLWK�PHPEHUV�IURP�7KH�4XDOLW\�$VVXUDQFH�$JHQF\�IRU�+LJKHU�(GXFDWLRQ��6FRWODQG��7KH�6FRWWLVK
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Peter Hallstadius
Doktorander i reglerteknik
Ref nr: PA2020/3049-151Datum för ansökan: 2020-10-31 16:21

Personnummer 960726-3770
Adress Magistratsvägen 55 NB 1220

226 44 Lund
Sverige

E-post peter@hallstadius.se
Kön Man
Mobiltelefon 0703823125
Telefon 0703823125

Frågor
1. Har du avlagt masterexamen?

Nej Fel svar

2. Vid vilket universitet har du avlagt masterexamen?
Lund University. I will finish my master thesis and receive my master\'s degree in January 2021.

3. Ange namn på din(a) referens(er).
Eskil Andreasson

4. Vilket är det främsta skälet till att du söker denna tjänst?
I have a burning passion for science and research and my curiosity and desire to learn has not been satisfied after five years of Engineering
Physics.
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Peter Hallstadius
Doktorander i reglerteknik
Ref nr: PA2020/3049-151Datum för ansökan: 2020-10-31 16:21

Eget uppladdat CV

Egna filer och portfolio
Official National Transcript of Records Peter Hallstadius.pdf
Official National Transcript of Records Peter Hallstadius.pdf
20201029_External_letter_of_reccomendation_Peter_Hallstadius.pdf
20201029_External_letter_of_reccomendation_Peter_Hallstadius.pdf
2015 Cambridge English Peter Hallstadius.pdf
2015 Cambridge English Peter Hallstadius.pdf

Anställningar
Titel Företag Ort Land Från-Till
Student Talent Tetra Pak / Adecco Lund Sverige 2016-2020

General description:
"Student Talent Programme is a programme for ambitious students with an interest in getting to
know a potential future employer already during your education. It is an opportunity for you to
gain valuable experience and inspiration for your future career goals. By offering you summer
internship, extra work, master thesis project and a dedicated mentor, the intention of the
program is a collaboration that extends throughout your education and hopefully longer.
As a Student Talent you will be hired by Adecco as a consultant working for Tetra Pak."

My work tasks have ranged from evaluation of test procedures for package integrity,
development of new such methods (chemical, optical and electrical), to scientific programming,
simulation, and development of new models for the interaction between water and paper
material. 

Språk
svenska Flytande Modersmål
engelska Flytande
tyska Nybörjare

Körkort

Powered by TCPDF (www.tcpdf.org)
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Dear Mr. Cervin and Mr. Rantzer, 

I am writing to apply for the position as PhD student at the Department of Automatic Control. 
My MSc in Engineering Physics is nearing its completion. However, after five years, I am 
still every bit as curious as when I started the program. I am still eager to learn more, so the 
opportunity to continue as a PhD student seems very appealing to me. Apart from postgrad 
courses, large-scale systems and control applications (in particular the robotics lab) are areas I 
find really interesting.  

My interest in robotics and control engineering has been lifelong – already at the age of 
eleven I designed my own four-legged walkers in Lego, and continued with maze-solving and 
balancing robots built with Lego Mindstorms. During my education, Automatic Control has 
easily been one of the most enjoyable subjects and one which I wish to pursue.  

During my master-level studies, I have taken courses in a wide variety of different subjects. 
Most were related to numerical modelling of solids and fluids, programming, material 
science, but also machining – all relevant to automatic control and its applications. I have 
taken the Multivariable Control course (FRTN10) and was an opponent for Jonas Hansson’s 
and Magnus Svensson’s thesis on autotuners.  

I am fluent in both spoken and written English. Before my university studies, I achieved grade 
A corresponding to CEFR level C2 in the Cambridge Advanced English test. I have since then 
also lived in Canada during my exchange semester at University of British Columbia.  

I believe my single most relevant experience has been my position as a Student Talent at 
Tetra Pak. There I was a part of the Virtual Engineering group for the past two years. The 
focus was on research and development, and I had the opportunity to contribute with what I 
regard as my greatest strength – bridging the gap between theory and practical experiments. 
This summer, I worked on quantifying the chromatographic effect of glue pressed into paper. 
I designed and machined the experiment setup, developed a model and ran simulations based 
on the results. This experience has given me a taste for innovative environments where 
creativity, communication, and problem-solving are important skills.  

Thank you for your time and consideration. I look forward to hearing from you. 

Peter Hallstadius 

tfy15pha@student.lu.se 
0703-823125 
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PETER HALLSTADIUS 
 
CURRICULUM VITAE  
 
 
 

 
PERSONAL DATA 
 
Born  Lund, Sweden, 1996-07-26 
Citizenship  Swedish 
Home address Magistratsvägen 55NB 1220, 226 44 Lund, Sweden 
 
Mobile phone +46 (0)703 823125 
Email  peter@hallstadius.se 
 
 
EDUCATION 
 
 
2015 – Engineering Physics, Faculty of Engineering, Lund University 
 
 
WORK EXPERIENCE 
 
2016 – 2020 Student Talent (formerly Technical Talent) at Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
 
2020 Summer job, 2020-05-14 – 2020-08-14, Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
 
2019 Summer job, 2019-08-05 – 2019-08-23, Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
 
2018 Summer job, 2018-06-04 – 2018-06-21, 2018-08-01 – 2018-08-24 

Tetra Pak Packaging Solutions AB, Lund, Sweden. 
 
2017 Summer job, 2017-06-05 – 2017-06-22, 2017-07-31 – 2017-08-18 

Tetra Pak Packaging Solutions AB, Lund, Sweden. 
 
2016 Summer job, 2016-08-01 – 2016-08-19, Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
 
2015 Summer job, 2015-08-03 – 2015-08-21, Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
 
2014 Summer job, 2014-07-28 – 2014-08-15, Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
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2013 Summer job, 2013-07-29 – 2013-08-16, Tetra Pak Packaging 
Solutions AB, Lund, Sweden. 

 
2012  Summer job, 2012-07-30 – 2012-08-10, Tetra Pak Packaging 

Solutions AB, Lund, Sweden. 
 
  
OTHER EXPERIENCES 
 
2019 – 2020  President of LundaPyrot (Pyrotechnic Association at TLTH) 
 
2017 – 2018  Vice President of LundaPyrot (Pyrotechnic Association at TLTH) 
 
2015  Contestant in the International Physics Olympiad.  
 
2015  Kemiolympiaden, contestant in the Swedish national final. 
 
2011  PRAO at Tetra Pak, 2011-10-10 – 2011-10-14. 
 
 
 
 
 
PROFESSIONAL TRAINING 
 
 
2015 English, Cambridge Advanced English; Folkuniversitetet, Lund, 

Sweden 



Official National Transcript of Records Peter Hallstadius.pdf

The file could not be included.
This can be because the file is protected.
Please check the original file!



 

 

 
 
 
 
Tetra Pak is a trademark belonging to the Tetra Pak Group. 

 
 

 

Letter of Recommendation 
 

Peter Hallstadius has worked at Tetra Pak® during the summers and partly during the 
semesters since 2012. The last 3 years, Peter have been involved and a part of a student 
program between our company and eminent students at Lund University, called “student 
talent”-program. The tasks have differed a lot during the years, ranging from experimental 
tests, building rigs/equipment’s, packaging material evaluation, method development, 
theoretical studies, scientific programming and numerical simulations. Different software’s 
and tools have also been tested and evaluated during the time.  

The work that Peter has done lately has increased the awareness at Tetra Pak® of the 
moisture/water transport in the packaging material occurring during the glue application 
when producing paper straws. A combination of theoretical, practical and simulation work in 
a scientific manner has been the focus the last summer to increase the understanding of the 
physics behind and the mechanisms involved during the gluing process of paper sheets.  

Peter has worked both independently and has collaborated with engineers during the 
summers and he has finalized a good workflow. All the work has been well documented and 
great skills in communication were also shown. Several written reports and presentations 
were made and presented during the work to the project team. The last years have been 
focused on that Peter has driven projects by his own with support and guidance from 
colleagues, domain experts and project members. 

Peter has with deep dedication and precision done his work with outstanding quality. He has 
been an appreciated team member by his friendly, curios and interested attitude. I consider 
him hard working, reliable and committed. Therefore, I strongly recommend him for further 
employment and wish him good luck in his future work. 
 
29th of October 2020 
Tetra Pak in Lund 
 
 
 
 
Eskil Andreasson  
Technology Specialist  
Virtual Modelling, Materials and Package  
Packaging Solutions AB  
+46 733 36 32 69  
eskil.andreasson@tetrapak.com  
 









Mingjing Sun
Doktorander i reglerteknik
Ref nr: PA2020/3049-148Datum för ansökan: 2020-10-31 12:39

Födelsedatum 1996-09-08
Adress Shanghai Jiao Tong University, 800 Dongchuan Road, Minhang District, Shanghai

200240 ???
Shanghai Shi
Kina

E-post mj.sun@sjtu.edu.cn
Kön Man
Mobiltelefon ?86?18601719920
Telefon ?86?18601719920

Frågor
1. Har du avlagt masterexamen?

Ja Rätt svar

2. Vid vilket universitet har du avlagt masterexamen?
Shanghai Jiao Tong University

3. Ange namn på din(a) referens(er).
1. Daniel E. Quevedo E-mail: dquevedo@ieee.org
Professor, School of Electrical Engineering and Robotics, Queensland University of
Technology
2.Jianping He E-mail: jphe@sjtu.edu.cn
Associate Professor, Department of Automation, Shanghai Jiao Tong University

4. Vilket är det främsta skälet till att du söker denna tjänst?
My research background suits well with this position.
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Mingjing Sun
Doktorander i reglerteknik
Ref nr: PA2020/3049-148Datum för ansökan: 2020-10-31 12:39

Eget uppladdat CV
Egna filer och portfolio
Awards&Honors_mjsun.pdf
Awards&Honors_mjsun.pdf

Publikationer
Titel Förlag Ort År
Privacy-Preserving
Correlated Data
Publication with Noise
Adding Mechanism

IEEE International Conference on
Control & Automation

 Sapporo, Hokkaido, Japan 2020

First author; accepted
Privacy-Preserving
Correlated Data
Publication: Privacy
Analysis and Optimal
Noise Design

IEEE Transactions on Network
Science and Engineering 

- 2020

First author; minor revision

Språk
engelska Flytande

Körkort

c1
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Mingjing Sun
Shanghai Jiao Tong University

800 Dongchuan Rd
Shanghai 200240, China
! (+86) 18601719920
" mj.sun@sjtu.edu.cn

Education
Sep 2018–
Mar 2021

(expected)

Shanghai Jiao Tong University, D n o f A u t o m a t i o a
Department of Automation, Shanghai, China.
# M.S. Degree (Control Science and Engineering)
# Supervisor: Professor Jianping He
# Thesis Topic: Privacy-Preserving Hign-dimensional Data Publication and

Optimal Noise Design
Sep 2014–
Jun 2018

Northwestern Polytechnical University, D n o f A u t o m a t i o a
Department of Automation, Xi’an, China.
# B.S. Degree (GPA 90.68/100, Rank: 3/149)
# Thesis Topic: Machine-vision-based Screw Defect Detection Algorithm

Research of Interests
Security and privacy in network systems, information-theoretically optimal mechanism
design, consensus, distributed optimization

Publications
J1 Mingjing Sun, Chengcheng Zhao, Jianping He, Peng Cheng, and

Daniel E. Quvedo. “Privacy-Preserving Correlated Data Publication:
Privacy Analysis and Optimal Noise Design”. IEEE Transactions on
Network Science and Engineering (T-NSE), minor revision, 2020.

C1 Mingjing Sun, Chengcheng Zhao, and Jianping He. “Privacy-
preserving Correlated Data Publication with Noise Adding Mechanism”,
in IEEE International Conference on Control & Automation, accepted,
2020.

Scientific Achievements
# Design: A Non-invasive Diabetes Detector

1) Traditional blood-sampling-based diabetes detectors are traumatic to human body,
and with slow response speed. To overcome this drawback, we developed a non-
invasive, automatic and real-time diabetes detector, based on acetone concentration
detection. We won National Award in energy saving and emission reduction contest
and excellent conclusion from numerous experts.

1/2



2) The patent “Breath-type diabetes detection system based on automatic acetone
recognition" has been issued (CN201720868245.5).

# Screw Defect Detection Algorithm
In order to handle traditional screw defect detection algorithms insufficient robust-
ness, unsatisfactory running speed and hard-applying to industrial vision systems, we
propose a precise, robust, fast and industry-oriented detection algorithm.

Academic Activity
Academic

Talk
# 2020.9.25 | Attending the IEEE International Conference on Con-

trol & Automation 2020, and making oral presentation.
Academic

Services
Served to review the manuscripts including
# IEEE Transactions on Visualization and Computer Graphics
# IEEE Conference on Decision and Control
# IEEE Vehicular Technology Conference

Projects and Competitions
Projects # National innovation and entrepreneurship training program (Leader)

# Industrial defect inspection/shape recognition project
Competitions # National energy saving and emission reduction contest (Leader)

# Mathematical modeling competition (Leader)
# Advanced mathematics competition
# Electronic design competition
# Computer programming contest

Selected Awards
2014–2019 First Class Scholarship

2018 Second Prize in National Energy Saving and Emission Reduction Contest
2017 First Prize in Mathematical Modeling Competition
2015 First Prize in Mathematical Modeling Competition

Skills
Programming C/C++, Python, MATLAB

Software/
Hardware skill

Labview, Robot Operating System, Engineering Drawing; D n o f A
Circuit Board Design

English TOEFL 92

References
Jianping He E-mail: jphe@sjtu.edu.cn

Associate Professor, Department of Automation, Shanghai Jiao Tong University
Daniel E. Quevedo E-mail: dquevedo@ieee.org

Professor, School of Electrical Engineering and Robotics, Queensland University of
Technology
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List

Transcript. . . . . . . . . . . . . . . . . . . . . WĂŐĞ ϭϬͲϭϭ

3XElicatiRns. . . . . . . . . . . . . . . . . . . . . .  WĂŐĞ Ϯ

Selected aZarGs. . . . . . . . . . . . . . . . . . . . . . . . . . . WĂŐĞ ϯͲϵ 



IEEE Transactions on Network Science and Engineering provisional acceptance: 

(First Author) 

IEEE ICCA acceptance: 

(First Author) 

Publications



2KaJKX�oL�4ational�/nno\ation�PXoPKct��,unJKJ�b_�燧燥燥燥燥�83(�



� ����������
�
	

������� øŢŤ�

ǨēĂ:įł÷ǘ:Ľ�g�ă
ƿïľ©ġĬ�(«ŌźõH���Su�k�l�� ���������

���������� ���	
�
���	
	
��	 ��������"����	�����������������!�� #
�ĒyŒ�9�K �\�tǢs�L! Z! ù�ņ�M ��c���� ��� rw�Ǻ

������	��
Żŕ$äŖßîŵöÖ�ţƏâƫŀ3�Ûiz35Ɗ�� ¬<ÂƄà5$å­<ŁƑfĳƜǄºŮǵ

üōƎĶǧİ6�ǍĄ��ǎť"��ÃđúŦ'@,ƧǞƝĦ Ǳ
®=GN ������xƛÑp
�=ň����Ņ]�Ŭ�v �Ǻ
¯ǏÄEǀðĿªĢĭ

Ƕû�'@,ŷǲě´ƳĞÔ¨ǣ;è6ĎƁŉǦķ²ŽƆƱƶ

Ƶư.� §Ýƞ;¼�ĸǌǁŚé��ħ¡
ǉŧ�A~ ���Ş�����şD��
¤)ËĨŔ���ǫǰ��� Ð� 	
��
Ǌ��Ʃ�BŠ|�B���	 D��
řƽA� ſ�Ǭ1�ǭ���1��

�(-�����	
����� 	
 ���)-�Ǯ	ǹ mǯ
ǋ��ŏǪƻ�C2�C���2_�
.ƐƦĚ�9ǐ��ƪ��ƹ
n�� ��š���

ĥƥǳ
}TǺ4>&ś·Çæƒ>ýǩǟ8
#ô� ǂ°�ǃƨ7Ø/£ďǑÅŗ¸7ųĐÙ/¢�ƍÊǴā%Ċ�ƌƟǆ½űĺ

ǒƂūžǷ
�UǺ4Ǔ&Ƌĵ¥*ũ?Ĥńǜ8
#ĉ� Úd�ĴƠǇ¾ůĹëƖćÆœǥǤ� ėŇƺÞŐ"ƇŪĖÜŨƓǔą�

jVe¿ơǈŲĻŜêċğ�ƔǕÌ*ÓĮI�?ƃ
Ĉ � Òƭ¦ŴƅĲìĜãƬ{Ŷĩ%J��

ƯƸǛEƷíþƾ

ROWPǺ Ę�ƕǖ� ĔáǙčFQ��ƗñÀŃƉƈóƣ�ż¶ĕĆƴqÈ �ÁƢǅ»ŰŎÿǡĝŸ
h`^XoǺ ļĪÍǚY�ƙǠǝČīµç�ǗƲƀÎò³��ŋ0Ř+ƚģ��� ŝĀƤęıĠǸÏÕ�Ʈ×ÉŊ0ő+Ƙ

��Ź±ŭƼ¹�

aǺ [ǺbǺ

PatKnt�



4ational�']aXJ�in�+nKXM_�9a\inM�)oSVKtition 



	�������=>Ƌ !8Ĵ½Źŉ�rM ��
� ƂCđ
�v~� �vÝ� �Ąń�

ĨÜŗ��Ž
Ë.A� %Ĝ� �'S

����������Ƌ �,ŘŴ¶o�ďJIH6ojh($� ��
� i�ċ �CČ� Wŏ� Şą¿ fğ��
��

�®ĭyŎŒĶŪ�{6ĺjÞÛ$�4 āžS� Ż¾� �Ĉe�	����?����Ƌ ę-"Lïŋrň��F
%ùƀ¬ßK s.T�}d §)
�^^��ú¸� »<ç

;%ÿŊ����
BG

	�*����� 	Ƌ pÍÑŁþ($��ĿàĮ�7&ŌQ 9�
� |Y
�-ŝ���� Š�� �/ 
#÷���

�� Ĕ\n� íüƁ

	���������Ƌ őøĎ�5 ��
� �XA
�_~� ÇįĤ� ŷ¼î�

;#U���
öc� 3Ĺ°� Ġäı

	����@����Ƌ �,³Rĕ]�20�ěĥN�µ ��
O �/�
�uÒ� 3Đſ� �q<� ;#U���

|Y� ů­[� �Qu

	�* ���� �Ƌ '120�`�N�Ê¢£©�Õý&7
��
O �q<

¨eĚ� Ŷ[)� �/�� 
#V���
&2RĂĵ �Ţ���� ĳš

�����@���=Ƌ ¤8ĪĦĀ7IÀ·h(ÉĞ:ŕ ��
� čë
Ŕ%è� ņc� ´²ƃ� 
Î��

���

�����?����Ƌ ¥Ņ'1taƇĆĲ]Ɗ0�&ŀ"$� �Z
� gX� �Ö×� bìŮ� ĝ�ŵ�

�D���

:xªVŚ4Ģ �İ

	�*������+Ƌ ��¡��� ���!!�ųŬ�ÆŲûŇś�
9�
� òÃk

�Ƅ�� �Ē\���Ì� 
�D���ƈõľĘ
-"ĊŐĉð:x W¯Ė K�

���������>Ƌ !8'1Ŝ�_ŧ�Ĭ ��º� Â4Ú
zĻ�� b�k� iné�


���ã�
Óll

	�� ����+�Ƌ H6taá�ÔŰĩ"Èp�ē� E�M
s.T�}d ťŃœ

żêă� âŖ� ƆŤ�

��Z��

óLłz��F«ÙÅŸƉÁĽ(�BG �ķĸ� ħ3�
m
ƅôÏļÐE�ōÄćŭwřŦJ�

gæ� �ġţ� �)ė�	�������+�Ƌ ¦�,5PŨũ�åź�wy{�Øş 9�
� �ģ� mī�� ��

`�5P±
ūñ¹� ű)f ��

�
��







� � 	�� ����� ��
 �

�������� �� � � � 

 � �

��� ���� ��
�

��

�
�
���

�

��.0"'�0-��������
�� ���
 $� � &
	�)������

�#����%,�(��23�

!��*1 �+/��
��

�
���� ����

�
���
�	� ���������
� � � ���� ����� ����� ���

������ �� �������	
�

,iXst�PXi`K�in�3atNKSatical�3oJKlinM�)oSVKtition



:XanscXiVt



�
	� 
���� �� �� � ������ � � �����

��"#

# �
���

�����������%  ���! ���������

��$ 
��������%���

���������

�
�

�% �
 � � �

-P'�8anQ �燨�燦燩燮





AMNA Khan
Doktorander i reglerteknik
Ref nr: PA2020/3049-140Datum för ansökan: 2020-10-30 16:22

Födelsedatum 1992-06-07
Adress street 34, house 81, G-9/1, Islamabad, Pakistan

440000 Islamabad
Pakistan

E-post amna.khan.434@hotmail.com
Kön Kvinna
Mobiltelefon +393883863976
Telefon +393883863976

Frågor
1. Har du avlagt masterexamen?

Ja Rätt svar

2. Vid vilket universitet har du avlagt masterexamen?
Air University, Islamabad

3. Ange namn på din(a) referens(er).
Dr Zafar Ulla Koreshi, Dr Yasir Ayaz

4. Vilket är det främsta skälet till att du söker denna tjänst?
My research interest in robotics, IoT, autonomous systems, statistical analysis of data sets (acquired using biosensors), pattern recognition
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AMNA Khan
Doktorander i reglerteknik
Ref nr: PA2020/3049-140Datum för ansökan: 2020-10-30 16:22

Eget uppladdat CV
Egna filer och portfolio
Letter of Motivation.pdf
Letter of Motivation.pdf
BEDegree.pdf
BEDegree.pdf
BETranscript.pdf
BETranscript.pdf
ielts 2019-02-19 08.48.29.pdf
ielts 2019-02-19 08.48.29.pdf
MS Degree.pdf
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1.AMNA KHAN  

MECHATRONICS ENGINEER  
(PEC number: MECHATRO1524) 

amna.khan.434@Hotmail.com(+393883863976) 

Date: October 20, 2020 
 

Research Interests:  

robotics, human-machine interface, IoT, autonomous systems, signal processing, statistical 
analysis of data sets (acquired using biosensors), machine learning algorithms, programming 
languages 

 

2.Educational Degrees 

 

3.Internships 
Organization Position Held Duration 

Pakistan Aeronautical 
Complex (PAC), Kamra 
(Avonics Production 
Factory (APF))  

Internee  June – July 2012  

Comcept Pvt. Ltd  Internee  July – August 2011  
Air University (Admission 
Office)  

Internee  June – July 2011  

 

Date of 
certificate 

Degree title Major 
subject/Degree 

program 

Educational 
Institute 

Awarded Locality and 
Country 

2017 Masters in 
Mechatronics 
Engineering 

Mechatronics Air University 3.80 GPA E-9, 
Islamabad, 
Pakistan 

2014 Bachelors in 
Mechatronics 
Engineering 

Mechatronics Air University 3.63 GPA E-9, 
Islamabad, 
Pakistan 

2010 Fsc Pre-Engineering Islamabad 
Model College 

75 % F-7/4, 
Islamabad, 
Pakistan 

2008 Matriculation Science Islamabad 
Model College 

79% F-7/4, 
Islamabad, 
Pakistan 



 

 

 

 

 

 

5-6. Job Experience 
Organization Job title Duration 
Air University 

(Department of 
Mechatronics 
Engineering) 

Lecturer September 9/2017 – January 
2/2020 

Air University 
(Department of 
Mechatronics 
Engineering) 

Lab Engineer January 10/2016 – August 
20/2017 

Tek-Oro Pvt Ltd 
(Oil and Gas) 

Senior Procurement 
Engineer 

May 1/2015 – January 8/2016 

Seronic Pvt Ltd Procurement Engineer Sept 3/2014 – April 30 2/2015 

 

8. Research Grants 
Awarded Travel Grant from Higher Education Commission (HEC) Pakistan and presented my 

paper at International Conference on Mechatronics and Control Engineering (ICMCE 2018) held 
from Nov 27-29 at Amsterdam, Netherlands 2018 (one hundred ninety thousand rupees) 

 

 

 

Sr no 4. Languages 
1 Urdu (National) 
2 English (Ielts Result attached) 
3 Italian (Basic level) 
  

 
Seminars 

Organization Title Held on 
Air University in 
collaboration with 
Pakistan Engineering 
Council  

One Day International Workshop on Outcome 
Based Education and Implementation  

May 2017  

YUNUS Textiles for Life  Give & Get Initiative on Employability Skills  Feb 2014  
Air University Bits & 
Bytes Society  

Three Days Hands on Workshop on Solid 
works 2012  

April 2012  

Ace Pressure weld 
Singapore  

Procurement Engineering Workshop  Dec 2014  

EDCONS Institute of 
Business & Technology  

Introduction to Drilling & Well Operations  Sep 2015  



9. Publications 
 

• Afaq Ahmed Abbasi, Hayat Muhammad Khan, Ehtisham ul Hasan, Amna Khan, 
Muqeet Ahmad, A Novel Analytical Approach for Validating Serial Manipulators 
Kinematics; Simulation and Practical Implementation, Journal of Mechanical 
Science and Technology [Submitted]  
 

• Amna Khan, Ehtisham Ul Hasan, Zareena Kausar, Effective Electrode 
Extraction Procedure for Myoelectric data of upper limb, Journal of Neural 
Engineering [Submitted] 
 

• Ehtisham Ul Hasan, Amna Khan, Robot Assisted Physiotherapy Device for 
Knee Joint Rehabilitation, International Conference on Mechatronics and 
Control Engineering ICMCE 2018, Amsterdam, Netherlands [Published]  
 

• Khan, Z. Kausar E.U Hasan, S Malik, Elbow Joint Position Estimation and 
Myoelectric Control for Upper Limb Rehabilitation: A Simple Approach, 
International Journal of Human Computer Studies [Submitted] 
 

• Ehtisham Ul Hasan, Amna Khan, Afaq Ahmed Abbasi, fNIRS based position 
control of Upper Limb at extreme positions, ICBBE 2018 : 20th 
International Conference on Biosignals and Biorobotics Engineering 
[Submitted]  
 

• Ehtisham ul Hasan, Amna Khan and Afaq Ahmed Abbasi, Lateral Acceleration 
Control of aircraft using PID, Linear Quadratic Regulator (LQR) and Linear 
Quadratic Integral (LQI); a comparative case study, 2018 5th IEEE 
International Conference on Electrical and Electronics Engineering 
(ICEEE 2018) to be held in Istanbul, Turkey during May 03-05, 2018 
[Published] 
 

•  Afaq Ahmed Abbasi, Ehtisham ul Hasan, Amna Khan, Static Force,Torque and 
Structural Analysisof 5R Robotics Arm-Simulation and Practical Implementation, 
2018 The 4th International Conference on Control, Automation and 
Robotics (ICCAR 2018) to be held in Auckland, New Zealand during April 
20-23, 2018 [Published]  
 

• Khan A, Kausar Z, Malik S. Comparison of Linear Discriminant Analysis and 
Support Vector Machine Classifications for Electromyography Signals Acquired 
at Five Positions of Elbow Joint. World Academy of Science, Engineering 
and Technology, International Journal of Mechanical and Materials 
Engineering. 2017 Jul 27;4(7). [Published] 
 

•  Khan A, Kausar Z. Intention realization of intermittent angular positions of 
elbow using myo armband sensor. In Proceedings of the 5th International 
Conference on Mechatronics and Control Engineering 2016 Dec 14 (pp. 
108-112). ACM. [Published]  
 

• Khan A, Sair AR, Ekram A, Malik S, Afzal MR, Junaid AB, Eizad A. An 
automated object retrieval system for warehouses. In 2015 15th International 
Conference on Control, Automation and Systems (ICCAS) 2015 Oct 13 (pp. 95-
100). IEEE. [Published] 

 
 



 
 

11. Project completed with Department of 
Mechatronics Engineering 

• Officer In charge of MS program 
• Part of rubrics deciding committee of subjects related to electronics 
• Developed Self Assessment Report (SAR) for PEC accreditation of Mechatronics 

Engineering at Air University 
• Supervised and co supervised projects 
• Conducted Workshops on LEGO Mindstorms EV3 Kits at Schools for awareness 

on career selection in collaboration with Higher Education Commission through 
its Social Integration Outreach Program 

 
 

 

10-11. Additional Duties in Job 
 Lecturer Sep 2017 to January 2019  Faculty of Engineering, Department of 

Mechatronics Engineering, Air University, 
E-9, Islamabad  

Lab Engineer Jan 2016 to Aug 2017  Faculty of Engineering, Department of 
Mechatronics Engineering, Air University, 
E-9, Islamabad  

Member Technical Committee 
(Reviewer)  

2018 5th IEEE International Conference on 
Electrical and Electronics Engineering  

Supervised  1) EMG based Power Grip Strength Tester  
2) Smart Stick for visually impaired  
3) Defect detection in textile industry 
using image processing  
4) Augmented Reality Warehouse 
Management System  
 

Projects Co-Supervisor  1) Iron Rod Cutting and Ring Making 
Machine  
2) Automation of Distribution Box 
Assembly Line  
3) Automated Physiotherapy Device 
(Completed)  
4) fNIRS based Position control of Elbow 
Joint at extreme positions (Completed)  
 

Administrative Positions  Officer-In-charge MS Mechatronics 
Research Program Department of 
Mechatronics Engineering Air University, E-
9, Islamabad Website Coordinating 
Officer Department of Mechatronics 
Engineering Air University, E-9, Islamabad  

Research Area  Bio-Mechatronics (Rehabilitation Studies 
Using EMG, EEG and fNIRS), Robotics 
and Control Systems for people suffering 
from Parkinson’s stoke or muscle 
injury  



Courses Taught  Electronic Devices & Circuits, Electric 
Circuit Analysis, Electronics II, Fluid 
Mechanics, Electromechanical Systems  

 
12. Achievements and Awards 

• Awarded Excellent Oral Presentation Certificate at 5TH International 
Conference on Mechatronics and Control Engineering (ICMCE 2016) held on 
December 14-17, 2016, in Venice, Italy  
 

• Participant DICE CONNECT held on 19-20 December, 2012 at University of 
Engineering & Technology (UET), Taxila  
 
 

• Participant Fly Move & Speed Wiring Competition of PARADIGM 2012 held on 
3rdApril, 2012 at Air University, PAF Complex, E-9, Islamabad  
 

• Participant Techkriti’13 Global Robotics Competition (GRC) Pakistan Round held 
on 6th February, 2012 at international level, India 

 
15.Skills and Abilities 

Programming and Simulation Software: MATLAB, C++ and Assembly language 
programming, Rockwell, PLC Programming, CNC Programming (G Codes and M 
Codes), FPGA coding on Xilinx® ISE, Microcontroller Programming on KIEL® and 
Arduino®  
Computer Aided Drawing Software: Auto-CAD®, Pro-Engineering®, SolidWorks® Simulation and Analysis 
Software: Proteus®, Lab View®, Electronics Workbench®, ANSYS®, ModelSim® Projects 
 

 

15.Bachelors Projects 

 
• Implemented a code for Digital Clock using Xilinx and FPGA based platform  
• G Codes for part Jobs on CNC Milling  
• Following and maintaining distance of Robots using IR sensors and 

Microcontroller  
• Numerical Solution of ODE’s and PDE’s on Matlab  
• Online banking system using C++  
• Measuring and displaying speed of robot using self-made optical encoder  
• Engine piston working model based on engine working  

 
 

Bachelors Final Year Project: Autonomous Warehouse 
Robot 

The system developed in the project autonomously retrieves boxes placed in the shelves 
according to the part number fed in the system by the user. The system uses A* algorithm 
to determine the shortest path for retrieving the objects. Line tracking sensors were used 
for robot navigation. Telescoping arms mounted on the robot were used to retrieve 
objects from the shelves.  

 



MS Thesis: EMG based Intermittent Position Control of 
Upper Limb Exoskeleton 

The field of bio-Mechatronics has extended applications in rehabilitation of upper limb 
power assist mechanisms. Most of the work is done on EMG based control of upper limb 
robotic arm movements at extreme positions only. This research, in addition to attaining 
extreme positions has used EMG signals to attain intermittent positions of elbow between 
a modified range of elbow flexion and extension. Initially, two extreme and three 
intermittent positions are specified. EMG signals are then recorded using Myo Armband 
Sensor at five specified positions. Features are extracted from the logged data. Based on 
a combination of distinguishing features, Linear discriminant analysis (LDA) is applied for 
classification of three intermittent positions from one of the two extreme positions. The 
applicability of the research has been strengthened by generating the control commands 
from classified results. The control commands are given to actuate a 6 Degree of Freedom 
ExoArm model (developed in PeterCorke Robotics Toolbox in MATLAB®) through a 
Proportional Derivative (PD) controller. A comparison between the reference trajectory  
 



Letter of Motivation 

 
I am Amna Khan, currently located in Italy and looking for a doctoral position. I came across the PhD position in 
Automatic Control at University of Lund (Department of Automatic Control). I would like to present my 
credentials. Previously I worked as Lecturer in Department of Mechatronics Engineering, Air University, 
Islamabad, Pakistan. I have obtained a Master of Science and Bachelor degree in Mechatronics Engineering.  

It seems very interesting and aligned to my educational as well as professional background. Looking at the 
similarities of working with robotics, motivates me to carry out research in this domain for futuristic benefits of 
the society. I am confident that my research interests and qualifications are very much in line with the requirements 
of your well reputed and interdisciplinary group.  

My research interest in robotics, IoT, autonomous systems, statistical analysis of data sets (acquired using 
biosensors), pattern recognition (behavior analysis), identification of disorders and implementation of 
machine learning algorithms or neural networks significantly reflects me as a potential candidate for the 
advertised doctoral position. 
 
My Masters dissertation is in the field of bio-Mechatronics. It was based on rehabilitation of upper limb power 
assist mechanisms. The inspiration of this work was patients suffering from Parkinson’s. The main idea was 
intention realization using Electro myography (EMG). EMG signals were recorded using Myo Armband Sensor, 
Features were extracted from the logged data. Machine learning algorithms were utilized to identify positions. 
The applicability of the research was strengthened by generating the control commands from classified 
results,which were then used to actuate exoskeleton arm. Majority of my publications are related to diagnostic 
support and rehabilitation. Moreover, I have worked with fNIRs sensor to distinguish human brain activation in 
the prefrontal region of the brain from rest state.  
 
My bachelors final year project was autonomous warehouse robot, The system developed in the project 
autonomously retrieved boxes placed in the shelves according to the part number fed in the system by the user. 
Machine learning algorithms were used to determine the shortest path for retrieving the objects. Robotic arms 
mounted on the robot were used to retrieve objects from the shelves. I have also supervised and co-supervised 
various projects in the field of industrial automation  and bio-medical engineering.   
 
 
I am very much interested to contribute through research for the health and wellbeing of special people that can 
enable them to improve their quality of life. I feel motivated to work with such team who is contributing towards 
wellbeing of society through evolving research trends.  
 
In parallel to my research interests, I also held various administrative posts like Officer In charge Mechatronics 
Engineering MS Research Program, responsible for advising students with the streams of emerging technological 
advancements and streamline their ideas as per their area of interest before they take up their MS Thesis Research 
Topic. Besides, I have reviewed numerous conference and journal papers. Furthermore, I have organized number 
of events including International Conferences, Seminars and Hand-on Training Workshops. In addition to my 
professional activities, I like to stay up-to-date about new studies underway in my research area, writing research 
papers and moving around the world to interact with people working in different fields. I presented a paper titled 
Robot Assisted Physiotherapy Device for Knee Joint Rehabilitation at an International Conference held in 
Amsterdam, Netherlands from Nov 26-30, 2018. I was awarded Travel grant by Higher Education Commission 
(HEC) of Pakistan for traveling and presenting the above mentioned paper.   
 
Resume is attached for reference.  
 
Yours’s Sincerely 
Amna Khan 
Email: amna.khan.434@hotmail.com 
Ph no : +393883863976 
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Martin Gemborn Nilsson
Doktorander i reglerteknik
Ref nr: PA2020/3049-136Datum för ansökan: 2020-10-13 11:39

Personnummer 940603-3432
Adress Baldersgatan 5B

58244 Linkoping
Östergötlands län
Sverige

E-post martin.gemborn.nilsson@gmail.com
Kön Man
Mobiltelefon 0703383943
Telefon 0703383943

Frågor
1. Har du avlagt masterexamen?

Nej Fel svar

2. Vid vilket universitet har du avlagt masterexamen?
Lund University (I do not have the degree yet, but I have successfully finished all required courses and presented the master\'s thesis)

3. Ange namn på din(a) referens(er).
Héctor Caltenco (Ericsson - Device Software Research)

Anders Robersson (LTH - Dept. of Automatic Control) - I have done some projects including the master\'s thesis with Anders as
supervisor, so a second opinion from him might be useful to you.

4. Vilket är det främsta skälet till att du söker denna tjänst?
A strong interest in automatic control and many other closely related fields as well as the positive and encouraging atmosphere at the
department.
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Martin Gemborn Nilsson
Doktorander i reglerteknik
Ref nr: PA2020/3049-136Datum för ansökan: 2020-10-13 11:39

Eget uppladdat CV

Egna filer och portfolio
Official-Transcript-2020-10-11-english.pdf
Official-Transcript-2020-10-11-english.pdf
Transcript-University-of-California-Santa-Barbara.pdf
Transcript-University-of-California-Santa-Barbara.pdf
DeansHonors67.pdf
DeansHonors67.pdf

Språk
svenska Flytande Modersmål
engelska Flytande

Körkort

Referenser
Namn Héctor Caltenco
Företag Ericsson - Device Software Research
E-post hector.caltenco@ericsson.com
Telefon +46725078918

Namn Anders Robertsson
Företag LTH - Dept. of Automatic Control
E-post anders.robertsson@control.lth.se
Telefon 0768649416
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October 13, 2020 Cover Letter  Martin Gemborn Nilsson 
 

 
Martin Gemborn Nilsson 

Electrical Engineering Student ∙ Automatic Control 
(+46) 0703-383943 |  martin.gemborn.nilsson@gmail.com |  LinkedIn 

 

 

Application for doctoral studies in automatic control 

Hi! 

My name is Martin and I am currently about to finish the final year of my M.Sc. in electrical engineering here at 
Lund University. I have been specializing in automatic control but I am also interested in many closely related 
fields such as mathematics, computer science and electronics. A combination of an extensive interest in 
technology and the fact that I really enjoy to learn new things, make me find almost everything within the fields 
of science and engineering to be both exciting and fascinating. 

I think doctoral studies could suit me well as it would provide further opportunities for me to continue learning 
new things, and thus grow on both an intellectual and a personal level. It would also feel meaningful to 
contribute to research, and hopefully in the long run, to society as well. In the future I see myself spending my 
time with new emerging technologies having potential to help society and nature. I feel that doctoral studies 
could be a big leap in the right direction to achieve this goal. 

I am interested in this particular position mainly for two reasons. Firstly, I am familiar with the department as I 
have taken several courses here, including the master’s thesis. I have always felt very welcome and included 
while also getting inspired by the positive and encouraging atmosphere. Secondly, as I previously mentioned, I 
have a wide interest in technology and science. I can think of no better field than automatic control where many 
of those areas are intersecting and overlapping, thus making it an attractive area for me. 

A couple of things that permeate all my work and commitments are positivity, accuracy and cooperation. To do 
things thoroughly and with high precision is very important to me since I think this is a key component in being 
able to feel confident in and take responsibility for the work I am doing. I believe this mindset could be useful 
both in research and for teaching. I do like to work independently trying to solve problems, but I also put great 
value in good teamwork and communication. This as I know that mutual efforts and discussions can result in 
creative environments, possibly leading to synergies both in induvial work and by cooperation in joint projects. 

I hope to hear from you and I look forward to discuss and learn more about possible areas of research as well 
as giving you a more complete picture of me. 

Best regards,  
Martin Gemborn Nilsson 



Martin Gemborn Nilsson
Baldersgatan 5B, 58244 Linköping, Sweden

� martin.gemborn.nilsson@gmail.com � LinkedIn � (+46) 0703383943

EDUCATION
Lund University, Faculty of Engineering Lund, Sweden
M.Sc. in Electrical Engineering Aug 2014 - present

� Specialising in automatic control, additional coursework in data science.

Master’s Thesis - collaboration with the Swedish Sea Rescue Society Jan 2020 - Aug 2020
� Title: Robust Relative Positioning and Autonomous Landing for a Flying-WingMAV

� Personal focus on control systems and landing strategy using model predictive

control.

University of California Santa Barbara, College of Engineering Goleta, California
University of California Education Abroad Program, Deans Honors Sep 2017 - Jun 2018
Liljeholmens Folkhögskola Rimforsa, Sweden
Music Studies, Jazz Ensemble Aug 2013 - Jun 2014
Katedralskolan, Natural Science Program Linköping, Sweden
Upper Secondary School Aug 2010 - Jun 2013

WORK EXPERIENCE
Ericsson AB Lund, Sweden
Engineering Intern at Device Software Research Apr 2019 - Jan 2020

� Automation of data collection and data labeling.

� Visual-interial SLAM in ROS environment.

SAAB AB Linköping, Sweden
Summer Engineering Intern Summer 2017

� Geometric computations with mesh grids in Matlab.

Lunds Tekniska Högskola Lund, Sweden
Supplemental Instruction (SI) Leader Aug 2015 - Jan 2016

� Supplemental Instruction (SI) Leader in Calculus in One Variable at Lund Univer-

sity, Faculty of Engineering. Planning and execution of discussion exercises in

mathematics for engineering students.

Adecco Linköping, Sweden
Forklift Operator, holiday substitute during summers Jun 2014 - Sep 2015
Attendo Linköping, Sweden
Elderly Care, holiday substitute during summers Jun 2011 - Aug 2013

OTHER EXPERIENCE
Lund Formula Student Lund, Sweden
Driverless Sep 2019 - May 2020

� Camera pipeline and state estimation for the LFS20 driverless team.

Electronics and Software Aug 2018 - Aug 2019
� Development, construction and programming of electronic control units for the

LFS19 car.

E-sektionen inom TLTH Lund, Sweden
Head of the Social Committee Jan 2016 - Dec 2016

� Member of the board of the E-guild at Lund University, Faculty of Engineering.

� Responsible for planing and executing of social events, mainly for members of

the E-guild.



SKILLS
Programming Languages
Matlab, Python, C++, Java
Software & Tools
ROS, git, LaTeX, Simulink, Eagle - PCB design

LANGUAGES
Swedish English French
Native Language Fluent Basic Skills

OTHER
Driver’s License, B

Forklift Operating Licence, A and B



Official-Transcript-2020-10-11-english.pdf

The file could not be included.
This can be because the file is protected.
Please check the original file!







UNIVERSITY OF CALIFORNIA, SANTA BARBARA 
 
 
BERKELEY   •  DAVIS   •   IRVINE   •  LOS  ANGELES    •     MERCED    •      RIVERSIDE    •    SAN DIEGO   •    SAN FRANCISCO                                                     SANTA BARBARA    •    
SANTA CRUZ  
 
 
 
 
Glenn E. Beltz beltz@engineering.ucsb.edu 
Associate Dean for Undergraduate Studies 
College of Engineering (805) 893-3354  Phone 
Santa Barbara, California  93106-5130 (805) 893-8124  Fax 

 
  
 
 
June 27, 2018 
 
 
Dear Martin, 
 
Congratulations on earning grades during the fall 2017, winter 2018, and spring 2018 quarters 
which placed you on the College of Engineering Dean’s Honors List.   
 
The criterion for such recognition is a quarter grade point average of at least 3.5 while 
completing a minimum of 12 letter-graded units. 
 
My colleagues and I know how challenging and rigorous the academic curriculum is, and how 
much is expected of the average student in terms of workload.  It is especially encouraging and 
gratifying to see students not only meet these high expectations, but also to receive academic 
honors because of their efforts.   
 
Once again, congratulations – keep up the good work. 
 
 
 
Best wishes, 

 
 
 

   
Glenn E. Beltz 
Associate Dean for Undergraduate Studies 
Professor, Mechanical Engineering





Hossein Abdi
PhD students in Automatic Control
Ref nr: PA2020/3049-99Application date: 2020-10-24 16:52

Date of birth 1994-01-31
Address C/O: Hossein Abdi

NO. 31, Eastern 4th Street, Shohadaye 7 Tir town, 5th Square
3176775141 Fardis, Alborz
Iran

Email address mr.hosein.abdi@gmail.com
Gender Male
Mobile phone +989369016997
Phone +982636530109

Questions
1. Do you have a master's degree?

Yes Correct answer

2. From which university is your master's degree?
Sharif University of Technology

3. Give the name(s) of your reference(s).
• Dr. Hossein Nejat Pishkenari
Associate Professor
Department of Mechanical Engineering, Sharif University of Technology
Email: nejat@sharif.ir

• Prof. Hassan Salarieh
Professor
Department of Mechanical Engineering, Sharif University of Technology
Email: salarieh@sharif.ir

• Dr. Azadeh Kebriaee
Assistant Professor
Department of Aerospace Engineering, Sharif University of Technology
Email: kebriaee@sharif.edu

4. What is your main reason for applying for this position?
Continuing my study in a Ph.D. program and pursuing postdoctoral research at a high rank university with a high quality education and
research system
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Hossein Abdi
PhD students in Automatic Control
Ref nr: PA2020/3049-99Application date: 2020-10-24 16:52

The person has uploaded a CV

Files and portfolio
Hossein Abdi-SOP.pdf
Hossein Abdi-SOP.pdf
Transcript (MSc and BSc).pdf
Transcript (MSc and BSc).pdf
International Program.pdf
International Program.pdf
Certification (Oral Presentation).pdf
Certification (Oral Presentation).pdf

Education
Title University / College/Company City Country From-To
International Summer
Program

National Research University Saint Petersburg Russian
Federation

2019-2019

International Summer Program (Summer 2019)
• Field: Modern Machine Learning
• National Research University, Saint Petersburg, Russia
• Grade: 10/10 (A+)

M.Sc. in Mechanical
Engineering

Sharif University of Technology Thran Iran 2017-2019

M.Sc. in Mechanical Engineering (2017-2019)
• Field: Applied Mechanics (Control & Dynamics)
• Sharif University of Technology, Tehran, Iran
• Thesis Title: Control of Swarm Micro-Swimmers in the Low-Reynolds Number Fluid to
Reduce Energy Consumption
• Supervisor: Dr. Hossein Nejat Pishkenari
• GPA: 4/4

Double Major B.Sc. in
Mechanical
Engineering &
Aerospace Engineering

Sharif University of Technology Thran Iran 2012-2017

Double Major B.Sc. in Mechanical Engineering & Aerospace Engineering (2012-2017)
• Sharif University of Technology, Tehran, Iran
• Thesis Title: Dynamic Modeling and Designing a Dynamic Based Control Algorithm for
Legged Quadruped Robot Locomotion
• Supervisor: Dr. Hassan Salarieh
• GPA: 3.88/4

High School Allameh Helli Thran Iran 2008-2012
High School (2008-2012)
• Major: Mathematics and Physics
• National Organization for Development of Exceptional Talents (NODET)
• GPA: 4/4

Work experience
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Hossein Abdi
PhD students in Automatic Control
Ref nr: PA2020/3049-99Application date: 2020-10-24 16:52
Title Company City Country From-To
NDT Ultrasonic Design Iran's National Elites Foundation

(INEF)
Thran Iran 2019-2019

NDT Ultrasonic Design ( January 2019 – September 2019)
Mechanical Engineer at NDT Ultrasonic Design Project under supervision of Dr. Nejat & Prof.
Salarieh at Sharif University of Technology, Tehran, Iran. Supported by INEF.

Research Assistant Sharif University of Technology Thran Iran 2017-Current
Research Assistant, under supervision of Dr. Nejat, at Nano Robotics Laboratory, Department
of Mechanical Engineering, Sharif University of Technology, Tehran, Iran

CubeSat Design and
Fabrication

Iranian Space Agency (ISA) Thran Iran 2016-2017

CubeSat Design Competition (April 2016 – November 2017)
Head of Thermal Control subsystem at SUTAC group (Sharif University of Technology) under
supervision of Dr. Asadian, The Competition held by Iranian Space Agency (ISA)

Teaching Assistant Sharif University of Technology Thran Iran 2016-2018
Dynamics: Dr. Nejat, Fall 2018
Dynamics of Machinery: Prof. Zohoor, Spring 2018
Engineering Graphics: Dr. Haghshenas, Fall 2017
Thermodynamics II: Dr. Kebriaee, Fall 2016
Thermodynamics I: Dr. Kebriaee, Spring 2016

Trainee Student MAPNA Turbine Engineering and
Manufacturing Company

Thran Iran 2015-2015

MAPNA Turbine Engineering and Manufacturing Company (TUGA)
Trainee Student in R&D (Combustion Chamber Design Section) under supervision of Dr.
Kebriaee, July 2015 – September 2015

Course
Title University / College City Year
AI For Everyone   2020

AI For Everyone
Prof. Andrew Ng, (In Progress)

Fundamentals of
Reinforcement
Learning

  2020

Fundamentals of Reinforcement Learning
Dr. Martha White & Dr. Adam White, University of Alberta, (In Progress)

Neural Networks and
Deep Learning

  2020

Neural Networks and Deep Learning
Prof. Andrew Ng, (In Progress)

Advanced Python
Programming

  2019

Advanced Python Programming
July 2019 – August 2019

Introduction to IOT   2019
Introduction to IOT
July 2019

Machine Learning Stanford University  2019
Machine Learning
Prof. Andrew Ng, Stanford University, April – June 2019

Intelligent Systems Sharif University of Technology  2018
Dr. Boroushaki, Sharif University of Technology, Spring 2018

Mechatronics Sharif University of Technology  2018
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Prof. Vossoughi, Sharif University of Technology, Fall 2018
Nonlinear Control Sharif University of Technology  2018

Prof. Vossoughi, Sharif University of Technology, Spring 2018
Robust Control Sharif University of Technology  2018

Dr. Moradi, Sharif University of Technology, Spring 2018
Advanced Control Sharif University of Technology  2017

Dr. Salarieh, Sharif University of Technology, Fall 2017
Advanced Dynamics Sharif University of Technology  2017

Dr. Nejat Pishkenari, Sharif University of Technology, Fall 2017
Robotics Sharif University of Technology  2016

Dr. Behzadipour, Sharif University of Technology, Fall 2016

Certifications
Title University / College Year
A jump start workshop
on Deep learning for
driverless cars

Sharif University of Technology 2019

 
Modern Machine
Learning

National Research University, Saint
Petersburg, Russia

2019

International Summer Program (Summer 2019)
• Field: Modern Machine Learning
• National Research University, Saint Petersburg, Russia
• Grade: 10/10 (A+)

PLC (S7-300/400) Sharif University of Technology 2019
 

Wearable biomedical
device development

Sharif University of Technology 2019

 

Publications
Title Publisher City Year
Controlled Swarm
Motion of Self-
Propelled
Microswimmers for
Energy Saving

Journal of Micro-Bio Robotics  2020

Abdi, H., H. Nejat Pishkenari. "Controlled Swarm Motion of Self-Propelled Microswimmers for
Energy Saving." Journal of Micro-Bio Robotics. (under review)

Reinforcement
Learning Control of a
High Maneuverable
Microswimmer

  2020

Abdi, H., H. Nejat Pishkenari. "Reinforcement Learning Control of a High Maneuverable
Microswimmer." (ongoing project)

Dynamic modeling and
Designing a dynamic
based control algorithm
for legged quadruped
robot locomotion

Modares Mechanical Engineering  2019

Abdi, H., M. J. Shaker Arani, H. Salarieh, and M. M. Kakaei. "Dynamic modeling and
Designing a dynamic based control algorithm for legged quadruped robot locomotion."
Modares Mechanical Engineering 19, no. 11 (2019): 2635-2644.

Optimal Control of a
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High Maneuverable
Micro-Swimmer in
Low Reynolds Number
Flow to Reduce Energy
Consumption 7th RSI International Conference on

Robotics and Mechatronics
ICRoM’19

 2019

Abdi, H., H. Nejat Pishkenari. "Optimal Control of a High Maneuverable Micro-Swimmer in
Low Reynolds Number Flow to Reduce Energy Consumption." 7th RSI International Conference
on Robotics and Mechatronics ICRoM’19.

Language
Persian Fluent Native language
English Fluent

Websites
http://www.en.sharif.edu/ Sharif University of Technology
https://spb.hse.ru/en/ National Research University, Saint Petersburg, Russia
https://www.linkedin.com/in/hossein-abdi-b7389a116/ Linkedin
https://www.researchgate.net/profile/Hossein_Abdi5 Researchgate

References
Name Dr. Hossein Nejat Pishkenari
Company Department of Mechanical Engineering, Sharif University of Technology
Email address nejat@sharif.ir
Phone -

Name Prof. Hassan Salarieh
Company Department of Mechanical Engineering, Sharif University of Technology
Email address salarieh@sharif.ir
Phone -

Name Dr. Azadeh Kebriaee
Company Department of Aerospace Engineering, Sharif University of Technology
Email address kebriaee@sharif.edu
Phone -
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To whom it may concern, 

I am writing to express my interest in doing research at the Faculty of Engineering, LTH in the 
Lund University. I have reviewed your vacancies website, and found the Ph.D. position in 
Automatic Control. I found that interesting and aligned with my current research. 

I’m majoring in Mechanical Engineering at Sharif University of Technology. My M.Sc. thesis 
focused on optimal control of multi-agent micro-robots, and the B.Sc. thesis centralized on 
control of legged robots. In parallel with my thesis work, I have published journal and 
conference papers as the first author, and become top participant in the international summer 
program on Modern Machine Learning in Russia. Nowadays, I am working on reinforcement 
learning control of a micro-robot, as a researcher at the Nano Robotics Laboratory, in 
collaboration with my supervisor Dr. Nejat. 

During my Master and Bachelor program, I have taken courses related to control, dynamics, 
and robotics such as Nonlinear Control, Robust Control, Advanced Automatic Control, 
Mechatronics, Intelligent Systems, and Robotics. Additionally, I have been trying to increase 
my knowledge, and keep myself updated on Artificial Intelligence and Learning methods by self-
studying or taking online courses on Machine Learning, Reinforcement Learning, and 
Advanced Python Programming. 

Based on my research and academic background, I think the Ph.D. position is aligned with my 
experience and academic goals. So, I would like to join your team and continue my studies in 
Ph.D. program at the Faculty of Engineering, LTH in the Lund University. I would appreciate it if 
you would consider my application. 

Yours Sincerely, 

Hossein Abdi 

Nano Robotics Laboratory, 
Department of Mechanical Engineering 
Sharif University of Technology, Tehran, Iran 

Email: Mr.Hosein.Abdi@gmail.com 



      Hossein Abdi 
 
General Information 

Email: Mr.Hosein.Abdi@gmail.com 
Phone: +989369016997 
Address: Nano Robotics Laboratory, 
                 Department of Mechanical Engineering, 
                 Sharif University of Technology, Tehran, Iran. 
 

    
 
Education 
➢ International Summer Program (Summer 2019) 

• Field: Modern Machine Learning 
• National Research University, Saint Petersburg, Russia 
• Grade: 10/10 (A+) 

 
➢ M.Sc. in Mechanical Engineering (2017-2019) 

• Field: Applied Mechanics (Control & Dynamics) 
• Sharif University of Technology, Tehran, Iran 
• Thesis Title: Control of Swarm Micro-Swimmers in the Low-Reynolds Number 

Fluid to Reduce Energy Consumption 
• Supervisor: Dr. Hossein Nejat Pishkenari 
• GPA: 4/4 

 
➢ Double Major B.Sc. in Mechanical Engineering & Aerospace Engineering (2012-2017) 

• Sharif University of Technology, Tehran, Iran 
• Thesis Title: Dynamic Modeling and Designing a Dynamic Based Control 

Algorithm for Legged Quadruped Robot Locomotion 
• Supervisor: Dr. Hassan Salarieh 
• GPA: 3.88/4 

 
➢ High School (2008-2012) 

• Major: Mathematics and Physics 
• National Organization for Development of Exceptional Talents (NODET) 
• GPA: 4/4 

 
 



 
Honor & Award 

• Gold Medal (First Rank) in the Olympiad of Mechanical Engineering, among top undergraduate 
students in Iran. 

 

• Merit-Based Admission Offer to Ph.D. Program in Mechanical Engineering at Sharif University of 
Technology 

 

• Merit-Based Admission Offer to M.Sc. Program in both Mechanical Engineering and Aerospace 
Engineering at Sharif University of Technology 
 

• Top 5% GPA among all graduate students in the Mechanical Engineering Department 
 

• Top 5% GPA among all undergraduate students in both Mechanical and Aerospace 
Engineering Department 
 

• Rank 10th  in the Nationwide Mechanical Engineering Entrance Examination of M.Sc. Program 
among more than 20’000 participants in Iran 
 

• Rank 4th  in the Nationwide Aerospace Engineering Entrance Examination of M.Sc. 
among more than 2’000 participants in Iran 
 

• Rank 149th  in the Nationwide Entrance Examination of B.Sc. among more than 260’000 
participants in Iran 
 

• Selected as a member of Iran's National Elites Foundation (INEF) based on outstanding 
academic and research background and Receiving INEF’s Scholarship as an honor 
student, 2014-Present 
 

• Double Major B.Sc. Program at Sharif University of Technology  
 

• Admitted to study at Allameh Helli High School under supervision of NODET (National 
Organization of Developing Exceptional Talents) in Iran 

 
Publication 
➢ Journal Papers: 

• Abdi, H., H. Nejat Pishkenari. "Controlled Swarm Motion of Self-Propelled 
Microswimmers for Energy Saving." Journal of Micro-Bio Robotics. (under review) 
 

• Abdi, H., H. Nejat Pishkenari. "Reinforcement Learning Control of a High 
Maneuverable Microswimmer." (ongoing project) 
 

• Abdi, H., M. J. Shaker Arani, H. Salarieh, and M. M. Kakaei. "Dynamic modeling and 
Designing a dynamic based control algorithm for legged quadruped robot 
locomotion." Modares Mechanical Engineering 19, no. 11 (2019): 2635-2644. 

  

➢ Conference Papers: 
• Abdi, H., H. Nejat Pishkenari. "Optimal Control of a High Maneuverable Micro-

Swimmer in Low Reynolds Number Flow to Reduce Energy Consumption." 7th  RSI 
International Conference on Robotics and Mechatronics ICRoM’19. 



Research Interests 
• Machine Learning 
• Micro/Nano-Robotic 
• Intelligent Control 
• Swarm Formation of Multi-agent Systems 
• Mechatronics & Robotics 

 
Academic Experience 
➢ Research Assistant (2017-Present) 

• Nano Robotics Laboratory, Department of Mechanical Engineering, Sharif University of 
Technology, Tehran, Iran 
 

➢ Teaching Assistant 
• Dynamics: Dr. Nejat, Sharif University of Technology, Fall 2018 
• Dynamics of Machinery: Prof. Zohoor, Sharif University of Technology, Spring 2018 
• Engineering Graphics: Dr. Haghshenas, Sharif University of Technology, Fall 2017 
• Thermodynamics  II: Dr. Kebriaee, Sharif University of Technology, Fall 2016 
• Thermodynamics  I: Dr. Kebriaee, Sharif University of Technology, Spring 2016 

 
➢ International Conference Committee Member (November 2019) 

• Volunteer in the student committee of the 7th RSI International Conference on Robotics and 
Mechatronics ICRoM’19 (IEEE), Sharif University of Technology, Tehran, Iran 

 
Professional Experience 

• NDT Ultrasonic Design ( January 2019 – September 2019) 
Mechanical Engineer at NDT Ultrasonic Design Project under supervision of Dr. Nejat & Prof. 
Salarieh at Sharif University of Technology, Tehran, Iran. Supported by INEF. 

• CubeSat Design Competition  (April 2016 – November 2017) 
Head of Thermal Control subsystem at SUTAC group (Sharif University of Technology) under 
supervision of Dr. Asadian, The Competition held by Iranian Space Agency (ISA)   

• MAPNA Turbine Engineering and Manufacturing Company (TUGA) 
Trainee Student in R&D (Combustion Chamber Design Section) under supervision of Dr. 
Kebriaee, July 2015 – September 2015  

 
Educational Workshop 

• A jump start workshop on Deep learning for driverless cars 
Sharif University of Technology, November 2019 

• Wearable biomedical device development 
Sharif University of Technology, November 2019 



• An Introduction to AI and Python programming 
Sharif University of Technology, April 2019 

• Ultrasound Imaging with Born Approximations and Compressive Sensing 
Sharif University of Technology, December 2018 

• PLC (S7-300/400) 
Sharif University of Technology, July 2019 

• Satellite Thermal Analysis by Thermal Desktop & Sinda 
Iranian Space Agency (ISA), May 2017 

 
Online Courses 

• Machine Learning 
Prof. Andrew Ng, Stanford University, April – June 2019 

• Neural Networks and Deep Learning 
Prof. Andrew Ng, (In Progress) 

• Fundamentals of Reinforcement Learning 
Dr. Martha White & Dr. Adam White, University of Alberta, (In Progress) 

• AI For Everyone 
Prof. Andrew Ng, (In Progress) 

• Advanced Python Programming 
July 2019 – August 2019 

• Introduction to IOT 
July 2019 

 
Selected Courses 

• Intelligent Systems: Dr. Boroushaki, Sharif University of Technology, Spring 2018 
• Mechatronics: Prof. Vossoughi, Sharif University of Technology, Fall 2018 
• Nonlinear Control: Prof. Vossoughi, Sharif University of Technology, Spring 2018 
• Advanced Control: Dr. Salarieh, Sharif University of Technology, Fall 2017 
• Advanced Dynamics: Dr. Nejat Pishkenari, Sharif University of Technology, Fall 2017 
• Robotics: Dr. Behzadipour, Sharif University of Technology, Fall 2016 

 
Selected Course Projects 

• Inverted Pendulum Control (Mechatronics Lab) 
• Optimization by GA Controller to Reduce Energy of the Micro-Robot (Intelligent Systems) 
• Nonlinear Control of a Biped Robot (Nonlinear Control) 
• Puma Robot Simulation (Robotics) 
• Sudoku Programming by C Language (Fundamental of Programming) 

 
 

 



Skills & Ability 
• Programming: MATLAB/Simulink, Python, C/C++ 
• Engineering Software: SolidWorks, Fluent & Gambit, Maple, AutoCAD, COMSOL, CATIA, Thermal 

Desktop & Sinda, Proteus, EES 
• Ability: Decision Making, Teamwork, Time Management, Adaptability, Flexibility 

 
Language 

• Persian: Native 
• English: Fluent (Preparing for TOEFL exam) 
• Arabic: Elementary 

 
Favorite Activity and Hobby 

• Twitter 
• Traveling 
• Free Discussion 
• Book Reading 

• Swimming 
• Biking 
• Soccer 

 
Reference 

• Dr. Hossein Nejat Pishkenari 
Associate Professor 
Department of Mechanical Engineering, Sharif University of Technology 
Email: nejat@sharif.ir 

• Prof. Hassan Salarieh 
Professor 
Department of Mechanical Engineering, Sharif University of Technology 
Email: salarieh@sharif.ir 

• Dr. Azadeh Kebriaee 
Assistant Professor 
Department of Aerospace Engineering, Sharif University of Technology 
Email: kebriaee@sharif.edu 

• Prof. Hassan Zohoor 
Professor 
Department of Mechanical Engineering, Sharif University of Technology 
Email: zohoor@sharif.edu 
 



Statement of Purpose 

Hossein Abdi 

To whom it may concern, 

I was born in an educated Persian family with strong social values of hard work and resilience in 
the face of adversity. I have a twin and an old brother. During our childhood, our parents took 
their most effort to educate us. They always counseled us to study hard and keep our mind 
disengaged from the existing difficulties. Consequently, currently, my old brother is a professor 
at one of the best universities in Iran and both my twin brother and I have graduated from the 
high rank universities in the country. 

Back to my childhood, I was always among top students in both elementary and secondary 
school. When I was fifteen, I was admitted by NODET (National Organization for Developing 
Exceptional Talents) to enter the Allame Helli high school which is a school with a different 
curriculum for talented students. After four years being the first rank student at high school, 
since every prospective undergraduate student has to take nationwide university entrance 
exam (Konkoor) in Iran, I participated in the Konkoor in 2012, and ranked 149th out of more 
than 260,000 participants in the country. So, I achieved the chance to study my undergraduate 
program at Sharif University of Technology (SUT), ranked first in Iran. 

Due to my deep interest in Mechanical and Aerial systems, I decided to continue my study in 
double major B.Sc. program, in both Mechanical Engineering and Aerospace Engineering. 
During my undergraduate program, I was trying my best. Therefore, I was always among high 
GPA, and top undergraduate students. Hence, based on my outstanding academic and research 
achievements, I was selected as a member of Iran's National Elites Foundation (INEF) in 2014, 
and have been receiving INEF’s Scholarship as an honor student since 2014. In the final year of 
my B.Sc. program, I gained Gold Medal (first rank) in the Iranian National Mechanical 
Engineering Olympiad which is a very tricky and competitive exam held among nationwide top 
undergraduate students. In principle, it became a motivation for me to continue my studies on 
Mechanical Engineering in future! 

To continue my studies in M.Sc. program, I had a Merit-Based Admission offer from the 
department of Mechanical Engineering at SUT. Nonetheless, to evaluate my knowledge and 
academic background, I participated in the nationwide entrance exam for M.Sc. program, and 
honorably, gained rank 10th and 4th in Mechanical Engineering and Aerospace Engineering 
respectively, among more than 20000 participants in the country. Based on my interest in 
Control of Dynamical systems, and gaining a professional experience on Robotics in my B.Sc. 
project, finally, I decided to continue my M.Sc. program in the field of Applied Mechanics 
(Control & Dynamics) at SUT. 



During my M.Sc. studies, I was trying to take fundamental courses which were also relevant to 
hot ongoing research topics of my field such as Intelligent Systems, Nonlinear Control, 
Advanced Control, Advanced Dynamics, and Mechatronics in which various mathematical and 
practical aspects of control of dynamic systems methods were discussed and developed. 
Because of my enthusiasm in research at the cutting edge of knowledge, I defined my M.Sc. 
thesis on the Micro-Robotics with the title of “Control of Swarm Micro-Swimmers in the Low-
Reynolds Number Fluid to Reduce Energy Consumption.” In my thesis, which was under 
supervision of Dr. Hossein Nejat, I have used optimal multi-agent control method to control 
motion of a swarm Micro-Swimmers in order to reduce their energy consumption.  

Along with the classes I have attended, I have been trying to expand my knowledge, and keep 
myself updated on Intelligent Control Methods by self-studying, participating in workshops, 
and taking online courses on Artificial Intelligence, Machine Learning, Reinforcement Learning, 
and Advanced Python Programming. To enrich my knowledge and gain a professional 
background on this area, in summer 2019, I participated to an International Summer Program 
on Modern Machine Learning at National Research University in Saint Petersburg, Russia, and 
honorably gained full mark and became top participant. 

In parallel with my B.Sc. and M.Sc. program, I have published journal and conference papers as 
the first author. Nowadays, I am working on reinforcement learning control of a micro-robot, as 
a researcher at the Nano Robotics Laboratory, in collaboration with my supervisor Dr. Nejat. 

Personally, I believe that continuing the study in a Ph.D. program and pursuing a postdoctoral 
research at a high rank university with a high quality education and research system is the first 
step toward chasing my childhood dream which is becoming a great researcher and professor. 
Therefore, although, I have currently an admission offer for Ph.D. program at SUT, I am looking 
for a Ph.D. position in a much better university with more research potentials for graduate 
students. Regarding my research interests which focus on Control of Dynamic Systems, this is a 
big chance for me to research on my favorite subjects at the Lund University because the 
research being carried out at your Faculty of Engineering in the fields of Automatic Control is 
both diverse and exhaustive. I am aware that joining your university involves working diligently, 
and I can assure you that I am absolutely motivated and totally prepared. 

Yours Sincerely, 

Hossein Abdi 
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Doktorander i reglerteknik
Ref nr: PA2020/3049-38Datum för ansökan: 2020-10-06 20:16

Födelsedatum 1992-10-02
Adress Salman Farsi Alley, Navab

1345848743 Tehran
Tehr?n
Iran

E-post saeedansari71@ut.ac.ir
Kön Man
Mobiltelefon +989141599475
Telefon +984533350847

Frågor
1. Har du avlagt masterexamen?

Ja Rätt svar

2. Vid vilket universitet har du avlagt masterexamen?
University of Tehran, Iran

3. Ange namn på din(a) referens(er).
Here are information of professional references:
    1-Mehdi Tale Masouleh, Assistant Professor, University of Tehran, School of Electrical and Computer Engineering, Director of Human
and Robot Interaction Laboratory
Faculty webpage: http://ece.ut.ac.ir/~m.t.masouleh
Email :  m.t.masouleh@ut.ac.ir, mehdi.tale.masouleh@taarlab.com
Tel. :+98-21-61118413
     2- Ahmad Kalhor, Assistant Professor, Control and Intelligent Processing Center of Excellence, School of Electrical and Computer
Engineering, University of Tehran, Tehran, Iran, Office 322, PO Box: 14395-515, Tel: +(98 21)6111 9780
Fax: +(98 21)8801 3199
Email: akalhor@ut.ac.ir
   
     3-  Prof. B. Nadjar Aarabi, Control and Intelligent Processing Center of Excellence, School of Electrical and Computer Engineering,
University of Tehran, Tehran, Iran 
Email: araabi@ut.ac.ir
    4- Moosa Ayati, PhD. Assistant professor, School of Mechanical  Engineering, College of Engineering, University of Tehran.
Email: smoosa_ayati@yahoo.com, m.ayati@ut.ac.ir
Homepage: https://rtis.ut.ac.ir/cv/m.ayati   or    www.moosaayati.com

4. Vilket är det främsta skälet till att du söker denna tjänst?
Pursuing my researches in Automatic Control, improving knowledge in this field, Access to cutting-edge information in LTH

Sida 1/7



Saeed Ansari Rad
Doktorander i reglerteknik
Ref nr: PA2020/3049-38Datum för ansökan: 2020-10-06 20:16

Eget uppladdat CV

Egna filer och portfolio
Recomm_Letter1.pdf
Recomm_Letter1.pdf
Recomm_Letter2.pdf
Recomm_Letter2.pdf
names and contact information, references.pdf
names and contact information, references.pdf
Language Test Results.pdf
Language Test Results.pdf
MSc Certificate.pdf
MSc Certificate.pdf
BSc Certificate.pdf
BSc Certificate.pdf
BSc Transcript.pdf
BSc Transcript.pdf
MSc Trascript.pdf
MSc Trascript.pdf
Accepted_Journal_Measurement.pdf
Accepted_Journal_Measurement.pdf
Accepted_Journal_Evolving Systems.pdf
Accepted_Journal_Evolving Systems.pdf
Accepted_Journal_Mechanical Engineering Science.pdf
Accepted_Journal_Mechanical Engineering Science.pdf
Accepted_Conference_ACC2018.pdf
Accepted_Conference_ACC2018.pdf
Accepted_Journal_MMT.pdf
Accepted_Journal_MMT.pdf
Accepted_Journal_Dynamic&Control.pdf
Accepted_Journal_Dynamic&Control.pdf

Utbildningar
Titel Skola/Företag Ort Land Från-Till
Master of Science
Student

College of Engineering, University
of Tehran, School of ECE.

Tehran Iran 2016-2018

2016-2018
University of Tehran
M.Sc. Student at College of Engineering, University of Tehran, School of ECE.
Electrical and Control Engineering
GPA: 3.88/4

Bachelor of Science College of Engineering, University
of Tehran, School of ECE

Tehran Iran 2012-2016

2012-2016
University of Tehran
B.Sc. Student at College of Engineering, University of Tehran, School of ECE.
Electrical and Control Engineering
GPA: 4/4
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Anställningar
Titel Företag Ort Land Från-Till
Research Assistant Human & Robotic Interaction

Laboratory
Tehran Iran 2018-Nuvarande

Research Assistant at Human & Robotic Interaction Laboratory
Under supervision of Dr. Tale Masouleh

2018-Now
Research Assistant Instrumentations Laboratory Tehran Iran 2016-2017

Research Assistant at Instrumentations Laboratory
Under supervision of Dr. Moosa Ayati

2016-2017

Kurser
Titel Skola Ort År
Data Analysis and
Deep Learning

University of Tehran Tehran 2019

 
Machine Learning University of Tehran Tehran 2019

 
Adaptive Control University of Tehran Tehran 2018

 
Game Theory University of Tehran Tehran 2018

 
Neural Networks and
Deep Learning

University of Tehran Tehran 2018

 
Optimal Control University of Tehran Tehran 2018

 
Robust Control University of Tehran Tehran 2018

 
Stochastic System
Control

University of Tehran Tehran 2018

 
Pattern Recognition University of Tehran Tehran 2017

 

Certifieringar
Titel Skola År
M.Sc. Certification,
Electrical and Control
Engineering

College of Engineering, University
of Tehran, School of ECE.

2018

GPA: 3.88/4
B.S. Certification, 
Electrical and Control
Engineering

College of Engineering, University
of Tehran, School of ECE

2016

GPA: 4/4

Publikationer
Titel Förlag Ort År
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Classification-Based
Fuel Injection Fault
Detection of a Trainset
Diesel Engine Using
Vibration Signature
Analysis Journal of Dynamic Systems,

Measurement, and Control
 2020

Diesel engines are crucial components of trainsets. Automated fault detection of diesel engines
can play an important role for increasing reliability of passenger trains. In this research,
vibration-based fuel injection fault detection of a high-power 12-cylinder trainset diesel engine
is studied. Vibration signals are analyzed in frequency and time-frequency domains to obtain
possible patterns of faults. Fast Fourier transform (FFT) and wavelet packet transform (WPT)
of vibration signals are used to extract several uncorrelated features. These features are chosen
to increase the ability of classifiers to separate healthy and faulty engine sides, automatically.
Different classification methods including multilayer perception (MLP), support vector
machines (SVM), K-nearest neighbor (KNN), and local linear model tree (LOLIMOT) are used
to process captured features; these methods are utilized in both “Single-sensor condition
monitoring” and “Classification and fault detection” sections. It is shown that KNN networks
are practical tools in the proposed fault detection procedure. The main novelty of this work
comes from introducing a rich feature-extraction method based on a combination of FFT and
db4 features. In addition, the complexity of computations and average running-time decrease
while classification accuracy in the fuel injection fault detection procedure increases.

Experimental study on
robust adaptive control
with insufficient
excitation of a 3-DOF
spherical parallel robot
for stabilization
purposes

Mechanism and Machine Theory  2020

In this paper, a robust adaptive control approach has been proposed for under insufficient
excitation Multi-Input Multi-Output (MIMO) systems. The stability and performance of adaptive
controllers are highly dependent on initial conditions and speed of convergence of identified
parameters. Moreover, the corresponding adaptation rules suffer from system uncertainties,
disturbances, and insufficient excitation. In order to overcome such crucial challenges, in this
paper a robust adaptive control is proposed. By inspiring from the classic Damped Least
Squares (DLS) and Singular Value Decomposition (SVD) methods, a novel algorithm namely,
SVD-DLS, is introduced which obtains an optimal solution to the estimation wind-up. Above all,
the proposed approach is implemented on a 3 degree-of-freedom spherical parallel robot for
stabilization purposes. By avoiding from challenges of model-based approaches, the unknown
parameters are obtained without having any prior knowledge which makes the proposed
approach more interesting for robotic having complex models. Based on the practical
implementation, the oscillations of identified parameters are dampened much smoother than
other identification methods in which the ratio of end-effector to base orientation, as a
stabilization index, is acquired as 0.134.

Control of Quad-rotor
in Cooperation with an
Attached 3-DOF
Manipulator

2019 5th Conference on Knowledge
Based Engineering and Innovation
(KBEI)

Tehran, Iran, Iran 2019

Autonomous quad-rotor flight systems have grabbed considerable attention for varied missions
in rescue, inspection devices, and so forth. Accordingly, various control methods have been
employed for hovering these devices. Recently, in order to extend the applications of quad-
rotors, including, among the others, the pick-and-place, a robotic arm has been attached, which
requires the analysis of both dynamic equations and control procedures. However, considering
the coupled system as a case of robot-robot interaction, these state-of-the-art flight systems have
rarely received attention due to much higher complexity of dynamic equations. Moreover, flight
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time expense is revealed as another critical issue in the flight systems with the attached arm,
which requires effective solution due to excessive arm loads and power source limitations. To
this end, in this paper, the dynamic equations of quad-rotor with a 3-link arm are obtained in
order to be employed in designing suitable control methods. In this regard, by stabilizing the
quad-rotor in desired coordinations and tracking desired paths for robotic arm, the dynamic
interaction as the main challenge of the robot-robot interaction is successfully handled.
Thereafter, a Linear Quadratic Regulator (LQR) is proposed to tackle the flight time issue in
which by assigning optimal values to the state input weighting matrix, the motion of arm links
reduced and as the result, the flight time effectively increases. In order to demonstrate the
superiority of the proposed method, two well-known control approaches, namely, Sliding Mode
Control (SMC) and Pole Placement are implemented in the same conditions. In simulation with
Matlab software, the performance of the forgoing methods is compared by employing different
indices, where it is inferred that despite presence of an external force resembling windy
condition, the proposed LQR decreases the motion index by 24.14% in compare with SMC and
Pole Placement methods, with approximately similar tracking index to them.

Fault detection and
diagnosis of a
12-cylinder trainset
diesel engine based on
vibration signature
analysis and neural
network

 Proceedings of the Institution of
Mechanical Engineers, Part C:
Journal of Mechanical Engineering
Science

 2019

This paper presents a condition monitoring and combustion fault detection technique for a
12-cylinder 588?kW trainset diesel engine based on vibration signature analysis using fast
Fourier transform, discrete wavelet transform, and artificial neural network. Most of the
conventional fault diagnosis techniques in diesel engines are mainly based on analyzing the
difference of vibration signals amplitude in the time domain or frequency spectrum.
Unfortunately, for complex engines, the time- or frequency-domain approaches do not provide
appropriate features solely. In the present study, vibration signals are captured from both intake
manifold and cylinder heads of the engine and were analyzed in time-, frequency-, and
time–frequency domains. In addition, experimental data of a 12-cylinder 588?kW diesel engine
(of a trainset) are captured and the proposed method is verified via these data. Results show that
power spectra of vibration signals in the low-frequency range reliably distinguish between
normal and faulty conditions. However, they cannot identify the fault location. Hence, a feature
extraction method based on discrete wavelet transform and energy spectrum is proposed. The
extracted features from discrete wavelet transform are used as inputs in a neural network for
classification purposes according to the location of sensors and faults. The experimental results
verified that vibration signals acquired from intake manifold have more potential in fault
detection. In addition, the capacity of discrete wavelet transform and artificial neural network in
detection and diagnosis of faulty cylinders subjected to the abnormal fuel injection was revealed
in a complex diesel engine. Beside condition monitoring of the engine, a two-step fault detection
method is proposed, which is more reliable than other one-step methods for complex engines.
The average condition monitoring performance is from 93.89% up to 99.17%, based on fault
location and sensor placement, and the minimum classification performance is 98.34%.

Partial identification
and control of MIMO
systems via switching
linear reduced-order
models under weak
stimulations

Evolving Systems  2019

In closed loop identification of an unknown control system, the stability is a big concern
particularly when the system does not proceed with sufficient excitation. In this paper, under
insufficient excitation of the system, identification and control are investigated by employing
Evolving Linear Models (ELMs). It is explained that under weak stimulation, linear correlations
between input and output signals and their derivations are occurred. Removing some correlated
variables through the time, an equivalent reduced order model of the original system is
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appeared, which can be identified as an ELM. Defining control law based on the sliding mode
control (SMC) and using appropriate adaptation rules for parameters of the model, the tracking
errors converge to zero and the stability of the system is guaranteed. Then, convergence of the
parameters to their true values is studied and discussed. Different simulations are given to
demonstrate the efficacy of the proposed closed loop identification approach.

Pseudo DVL
reconstruction by an
evolutionary TS-fuzzy
algorithm for ocean
vehicles

Measurement  2019

By development of ocean exploration, autonomous vehicles are employed to perform on-water
and underwater tasks. Using an extended Kalman filter, Inertial Navigation System/Doppler
Velocity Log (INS/DVL) integrated systems are trying to navigate in oceans and underwater
environments when Global Positioning System (GPS) signals are not accessible. The
dependency of DVL signals on acoustic environments may cause any DVL malfunction due to
sea creatures or strong wave-absorbing material. In this paper, an improved version of
evolutionary TS-fuzzy (eTS) is proposed in order to predict DVL sensor outputs at DVL
malfunction moment, by utilizing an artificial intelligent (AI) aided integrated system. According
to lack of input selection and shrinking, while the classic eTS suffers from soaring prediction
errors and may result in instability, by adding these properties to eTS, the performance
increases in long-term DVL outage. The proposed eTS-aided system makes ocean navigation
purposes possible during long-term and simultaneous outage of GPS and DVL. These
evolutionary fuzzy systems change their structure depending on the path which makes the
trained fuzzy system more flexible with non-stationary and varying environments. The real
sensor data is collected online with a test setup on a lake and then the algorithms are applied.
The powerful capacity of the proposed data fusion method is demonstrated in analysis results.

Identification and
Control of MIMO
Linear Systems under
Sufficient and
Insufficient Excitation

2018 Annual American Control
Conference (ACC)

Milwaukee, WI, USA 2018

In closed-loop identification of unknown control systems, stability is a major concern.
Particularly, when the system does not proceed with sufficient excitation. In this paper, a closed-
loop identification strategy for Multi-Input Multi-Output (MIMO) linear systems is intended via
a robust adaptive control law based on Sliding Mode Control (SMC). Under both sufficient and
insufficient excitation of the system, Evolving Linear Models (ELMs) are deployed to identify
and control the system. It is explained that under insufficient excitation, linear correlations
between input and output signals and their derivatives can be removed. An equivalent reduced-
order model of the original system results which can be identified as an ELM. Defining the
control law based on the SMC and using appropriate adaptation rules for parameters of the
model, the tracking errors converge to zero and the stability of the system is guaranteed.
Meanwhile, the parameters of the model converge to their true values. Simulation results
demonstrate the efficacy of the proposed approach.

Stabilization of a Two-
DOF Spherical Parallel
Robot via a Novel
Adaptive Approach

2018 6th RSI International
Conference on Robotics and
Mechatronics (IcRoM)

 2018

This paper proposes a control strategy for using a 2-Degree-of-Freedom (DOF) parallel robot
as a camera stabilizer. To configure the stabilizer, a gyro sensor is mounted on the end-effector
of the robot and the data is transmitted to a PC in order to permanently command two servo
motors to the end of compensating the external disturbances. A novel adaptive approach is
utilized to stabilize the end-effector of the 2-DOF Spherical Parallel Robot under study, where
an adaptive parameter should be adjusted in order to damp disturbances, exponentially. To
assess the method, first in SimMechanics, operation of the 2-DOF robot with the adaptive
approach is simulated and examined. In addition, a well-known and robust decay algorithm is
employed to show the superiority of the proposed method. Then, by implementing on the real
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structure, the performance of the adaptive controller is validated. The proposed method leads to
better performance in compare with the decay algorithm, from view point of quantitative indices
of tracking, stabilization and smoothness.
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a b s t r a c t

By development of ocean exploration, autonomous vehicles are employed to perform on-water and
underwater tasks. Using an extended Kalman filter, Inertial Navigation System/Doppler Velocity Log
(INS/DVL) integrated systems are trying to navigate in oceans and underwater environments when
Global Positioning System (GPS) signals are not accessible. The dependency of DVL signals on acoustic
environments may cause any DVL malfunction due to sea creatures or strong wave-absorbing material.
In this paper, an improved version of evolutionary TS-fuzzy (eTS) is proposed in order to predict DVL sen-
sor outputs at DVL malfunction moment, by utilizing an artificial intelligent (AI) aided integrated system.
According to lack of input selection and shrinking, while the classic eTS suffers from soaring prediction
errors and may result in instability, by adding these properties to eTS, the performance increases in
long-term DVL outage. The proposed eTS-aided system makes ocean navigation purposes possible during
long-term and simultaneous outage of GPS and DVL. These evolutionary fuzzy systems change their
structure depending on the path which makes the trained fuzzy system more flexible with non-
stationary and varying environments. The real sensor data is collected online with a test setup on a lake
and then the algorithms are applied. The powerful capacity of the proposed data fusion method is demon-
strated in analysis results.

! 2019 Elsevier Ltd. All rights reserved.

1. Introduction

By development of ocean exploration, remotely operated vehi-
cles (ROVs) and autonomous underwater vehicles (AUVs) are
employed to perform on-water and underwater tasks [1,2]. Naviga-
tion is the determination of position and orientation of an object at
any moment. The inertial navigation system is a self-contained
system with high reliability and complete independence, which
has been widely used in military and civil applications. Inertial
Navigation System (INS) usually uses the specific forces and angu-
lar rates of a vehicle in three dimensions measured by Inertial
Measurement Unit (IMU) to provide velocity, position and attitude
of the vehicle; however, inertial navigation is limited by time
growing errors due to the inherent bias errors of gyroscopes and
accelerometers [3–5].

Therefore, in order to improve the navigation performance, INS
requires some measurements provided by auxiliary sensors. Inte-

grated navigation system consists of multiple navigation sensors
and is widely adopted in ocean and underwater vehicles [6–8].
Global Positioning System (GPS) is often integrated with INS by a
Kalman Filter (KF) to decrease the accumulated position error.
Most of data fusion methods are based on the KF which optimally
estimates the states of a linear system from observations. But in
order to deal with nonlinear systems, an extended KF (EKF) is used
whose performance depends on the accuracy of the system model
and measurement dynamics [9]. For this purpose, authors in [10]
and [11] have suggested the EKF in INS/GPS integration system.
In ground navigation, the GPS and INS data fusion is using KF
[12–14]. However, in ocean and underwater navigation, it is often
necessary to exploit other auxiliary sensors due to quick attenua-
tion of satellite signal and unavailability of GPS in water area.

Doppler Velocity Log (DVL) is a high-precision velocity measur-
ing instrument, which increasingly becomes popular among acous-
tic sensors in standard underwater navigation systems [15]. DVL
provides velocity relative to the seafloor or the current, based on
the Doppler effect and by integration with KF can restrain the error
accumulation of INS [16–18]. However, the dependence of DVL sig-
nal on the acoustic environment may cause DVL malfunction [4].

https://doi.org/10.1016/j.measurement.2019.07.059
0263-2241/! 2019 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail addresses: saeedansari71@ut.ac.ir (S. Ansari-Rad), mo_hashemi@aut.ac.ir

(M. Hashemi), salarieh@sharif.edu (H. Salarieh).

Measurement 147 (2019) 106831

Contents lists available at ScienceDirect

Measurement

journal homepage: www.elsevier .com/locate /measurement



As a case, when the acoustic wave is emitted due to sea creatures
or strong wave-absorbing materials and when an underwater vehi-
cle sails over a trench or performs angular maneuvers with large
roll and pitch. These situations could lead to the loss or sudden
changes in the DVL signal, accumulation of INS errors and inaccu-
rate navigation data obtained from the integrated system.

Over the past decades, two categories of solutions have been
suggested to deal with auxiliary sensor malfunctions. One of them
is to mask a faulty sensor by using the hardware redundancy
[19,20] and the adjustment of sensors utilization [21–23]. This
kind of approaches can deal with the malfunction for a long time,
but requires high hardware cost. To provide a relatively high-
precision solution, another category is working to find alternatives
and pseudo auxiliary sensors for the KF [24–26]. Possible candi-
dates for providing pseudo auxiliary sensors can be classified into
data-driven, analytical model-based, and knowledge-based meth-
ods. The model-based approaches such as [27–30] fit mathematical
models which are often constructed from time-consuming identi-
fication methods and accordingly, are only applicable to the sys-
tems with rich information. Thus, the autonomous underwater
vehicles containing complex dynamics require relatively satisfac-
tory models and numerous sensors, which practically rule out
employing the model-based approaches for pseudo auxiliary sen-
sors. On the other hand, the data-driven methods [31] only acquire
information from direct measurement and as the result require
large amount of data, reliable feature sets, and decision criteria
in order to demonstrate meaningful results. Consequently, in the
case of reconstructing auxiliary sensors, the performance of such
methods decreases due to limited data sets and unexpected data
range variations.

In contrast to model-based and data-driven, the knowledge-
based approaches represent much more suitable candidate for
applying to the systems with limited information, few sensors, or
complex dynamics. These methods employ qualitative models
with adaptable rules in order to effectively learn and then predict
prevailing system behaviors. Therefore, some researches such as
[14,25,32–38] recently have considered artificial intelligent
knowledge-based modules for predicting the auxiliary sensor
information. In [35], a hybrid predictor is proposed to deal with
short-term DVL malfunctions for underwater integrated navigation
systems; the approach can estimate the measurements of the DVL
within its malfunction. However, in long-term malfunctions, the
performance of the predictor decreases. To oppose with long-
term malfunctions, evolutionary systems should be utilized in
the prediction of missing DVL data. On the other hand, most of
neural networks or neuro-fuzzy systems do not continue to learn,
to improve, or to adapt after their designing. This problem imperils
the prediction performance when these networks encounter non-
stationary and changing environments. Therefore, it should begin
considering evolving autonomous systems especially knowledge-
based intelligent systems. In [32] a fault-tolerant integrated navi-
gation system with an adaptive Kalman filter (AKF) based on evo-
lutionary artificial neural networks (EANN) is proposed; but the
evolutionary approach is only applied to the ground navigation
system, where magnetic compass (MCP) data are available during
DVL malfunctions.

This paper aims to use an evolutionary TS-fuzzy (eTS) algorithm
for reconstruction of DVL signals for ocean navigation systems. The
eTS is the subtopic of computational intelligence, whose property
is the ability to self-adaptation, to online process of the system
structure and parameters, to expand its structure, to adapt its
parameters, and especially to evolve. Therefore, the problems of
long-term DVL malfunctions, adaptive ocean and underwater nav-
igation, and constructing an evolutionary pseudo DVL are solved in
this paper. The remainder is organized as follows: In Section 2, the
structure of the basic system, calculations of INS error dynamics

and integrated system with EKF are comprehensively studied.
Thereafter in Section 3, the algorithm of eTS is explained and is
improved in order to increase the predictability of the system.
The description of the eTS aided fusion method is presented in Sec-
tion 4. Finally, Section 5 is devoted to the simulation and field test
studies.

2. Inertial navigation mechanization

Since GPS is not always available in ocean and underwater nav-
igation, integrated navigation systems also adopt DVL as auxiliary
sensor to reduce drift error and to increase high accuracy [39]. The
DVL, without the need to use external sources, is a popular sensor
to assist INS in the environments with attenuated GPS signals.
While various versions of Kalman Filter [40], including Unscented
KF and EKF, are used to augment INS measurements with auxiliary
sensors, the proposed method in this research is not devoted to a
specific type of Kalman Filter. In this section, EKF is studied as
the corresponding filter to the integrated navigation system, but
without losing any generality, other types of KF including UKF
could be candidate for the proposed integrated system.

Fig. 1 shows the system structure of the INS/DVL integrated
navigation system in the absence of GPS signals. Because of its less
computational effort and high fault-tolerance, the federated filter
is adopted to fuse the multi-sensor data. The measurement devia-
tion between the INS and the assistant navigation observer is given
to the corresponding local filter as input. Since the DVL provides
the velocity measurements in the body frame, the outputs of the
DVL need to be transformed to the navigation frame by the attitude
matrix obtained from the INS.

2.1. Integration system using error-based EKF

A EKF [41,42] is applied for the navigation system, with the 15-
state space vector as follows:

x ¼ dL dl dh dV1"3
NED ee1"3 b1"3

a b1"3
g

h iT
ð1Þ

where dL, dl, dh are the error of latitude, longitude and height,
respectively. The vehicle velocity can be written as

V1"3
NED ¼ VNVEVD½ &T in north, east and down frame (NED). ee1"3 is the

perturbed quaternion elements vector. b1"3
a and b1"3

g represent the
accelerometer biases and gyro biases in three directions of the body
frame.

The nonlinear state space and the measurement vector (z) can
be obtained as follows:

_x ¼ f x;uð Þ þ Xn tð Þ; n ¼ N 0;Qð Þ

z ¼ h xð Þ þ j tð Þ;j ¼ N 0;Rð Þ ð2Þ

where f x; uð Þ and h xð Þ are the system vector and the observation
vector. u denotes the input vector. Also, n andj are process and
measurement white noise vector, characterized by their corre-
sponding covariance matrices Q and R, respectively. X is the system
noise matrix. The first order Markov process is used for mathemat-
ical model of bias instability in inertial sensors.

The system in Eq. (2) is transformed to the discrete time form
by using the forward Euler method with time step k. The state tran-
sition matrix is approximated as follows:

Uk ¼
df k
dxTk

xk;ukð Þ ð3Þ

where xk;uk are the system state vector and the system input vector
at stage k, respectively. The measurement matrix is calculated as
follows:
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h Tk ¼ dzk
dxTk

xkð Þ ð4Þ

where zk denotes the measurement vector at step k. The implemen-
tation of EKF can be divided into two stages, the update and predic-
tion. First, the Kalman gain (Kk) is computed and then, the
estimated state vector (bxk) and the error covariance matrix (bXk)
are updated using the prior estimate, xk, and its error covariance,
Xk at step k. Also, Qk and Rk are covariance matrices of process
and measurement white noise, and Xk is the system noise matrix,
at step k [43–45]

Kk ¼ Xkh
T
k h kXkh

T
k þ Rk

! "( 1

bxk ¼ xk þ Kk zk ( hk xkð Þð Þ

bXk ¼ I ( Kkh kð ÞXk I ( Kkh kð ÞT þ KkRkK
T
k ð5Þ

The prediction stage is formulated as the follows:

xkþ 1 ¼ f k bxk; uk
! "

Xkþ 1 ¼ Uk
bXkU

T
k þ XkQkX

T
k : ð6Þ

3. Proposed predictor

In this part, the relationship between the INS outputs and the
DVL measurements is going to be established. It is worth mention-
ing that INS results are corrected by EKF. Measurements of DVL can
be predicted when it malfunctions. During navigation and in case
of existing strong relevance between the variables, to improve
the prediction accuracy and reliability, AI module should evolve,
and also effective inputs should be selected. The main idea of an
AI-aided integrated system is to explore the mathematical rela-
tionship between data of IMU, INS, and the navigation information
of integrated system, trying to maintain high accuracy during DVL
malfunction. In the case of availability of DVL signals, AI module is
force to be trained. During DVL malfunction, the well-trained mod-
ule is employed to reconstruct DVL signals. This part introduces
eTS fuzzy system [46]. Thereafter, an improved version of eTS for
AI-aided integrated systems is described.

3.1. ETS for the prediction of DVL measurements

Nowadays, facing with large data sets, demands for quick
process with huge data streams, self-developing, and self-
maintaining in advanced process industries which cannot be

covered with offline methods and adjusting parameters. These
requirements call for new type of systems with flexibility,
adaptability, and handling non-stationary environments. The
Takagi-Sugeno fuzzy structures enable the flexibility, parallelism,
and the development of effective learning techniques, which usu-
ally have consequent parts of linear form. The evolving TS-fuzzy
system is defined as follows:

Rulei : IF x1 is close to xi)1
! "

AND * * *AND xn is close to xi)n
! "

Then yi ¼ xTepi! "
ð7Þ

where the number of fuzzy rules is shown with R; the output of the
ith sub-system is shown with yi; the extended input vector is
formed as xTe ¼ 1; x1; * * * xn½ &T , parameters of sub-models are shown
with pi; i ¼ 1; * * * ;R; and; xi)j is the jth index of the focal point of
the ith rule.

Since the parameters of linear models are boundless, there is no
general requirement for normalization of the inputs. However, to
give more flexibility, a vector representation for data radius,
r ¼ r1; r2; * * * ; rn½ &T ; is considered in the form of following:

r ¼ r
(

x
(
( x

# $
ð8Þ

where, x
(
¼ x

(
1; x

(
2; * * * ; x

(
n

h iT
and x ¼ x1; x2; * * * ; xn

% &T represent respec-

tively the vector of expected maximum and minimum of the inputs.
Using different radius for each input variables, the membership
function of fuzzy sets is formulated as Eq. (9).

li xð Þ ¼ e
( 4
P n

j¼1

xj ( xi)
j

# $2

r2
j ð9Þ

The overall model output is calculated with weighted average of
individual rules’ contribution,

y ¼
XR

i¼1

ki xð Þyi ¼
XR

i¼1

ki xð ÞxTepi ð10Þ

where ki xð Þ ¼ li xð Þ=
P R

j¼1lj xð Þ is the normalized firing level of the
ith rule.

Both locally and globally optimal solutions can be adopted in
using the RLS algorithm. In the following, basic stages for online
learning is briefly reviewed. In Fig. 2, the scheme of the stages is
visualized. For more details, the reader is referred to [47].

Fig. 1. Block diagram of the integration navigation system.
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3.1.1. Rule-base initialization
The on-line learning procedure starts with initialization of the

first rule. The first data point is established as the focal point of
the first cluster (i ¼ 1). Parameters of the local linear model associ-
ated to the rule are also initialized with 0.

R ¼ 1; x1) ¼ x1; P1 z1)
! "

¼ 1; bpi
1 ¼ 0; ci1 ¼ XI; ð11Þ

where z1) is the first cluster center and I is the identity matrix. After
this level, the time step is updated (k :¼ k þ 1), where k denotes the
next time step.

3.1.2. Calculation of the potential of the new data point and updating
the potentials of the centers

The potential of a data point is measured with a Cauchy type
function and is recursively calculated as follows:

Pk zkð Þ ¼ k ( 1
k ( 1ð Þ #k þ 1ð Þ þ rk ( 2mk

;k ¼ 2;3; * * * ð12Þ

where Pk zkð Þ denotes the potential of the data point (zk) calculated
at step k. The remain parameters are calculated based on
Eq. (13).

#k ¼
Xnþ 1

j¼1

zjk
# $2

; mk ¼
Xnþ 1

j¼1

zjkb
j
k;rk ¼ rk( 1 þ

Xnþ 1

j¼1

zjk( 1

# $2

bj
k ¼ bj

k( 1 þ zjk( 1;d
j
ik ¼ zji ( zjk ð13Þ

Each new data point influences the potentials of the centers of
the clusters. The potentials of the focal points of the existing clus-
ters (Pk zl)

! "
Þ are recursively updated base on Eq. (14), where zl) is

the prototype of the lth rule at step k.

Pk zl)
! "

¼
k ( 1ð ÞPk( 1 zl)

! "

k ( 2 þ Pk( 1 zl)ð Þ þ Pk( 1 zl)ð Þ
P nþ 1

j¼1 dj
k k( 1ð Þ

# $2 ð14Þ

3.1.3. Rule base evolution
Condition 1: MODIFY
The new data point is replaced with the center of jth cluster

with the following modifications:

xj) ¼ xj; Pk zj)
! "

¼ Pk zkð Þ: ð15Þ

When MODIFY principle is activated, the covariance matrices
are taken from the previous step without change. Furthermore,

parameters of all rules are not modified (bpi
k ¼ bpi

k( 1; i ¼ 1;2; * * *R).
Condition 2: UPGRADE
The new data point is added as a new center and the number of

rules increases, consequently.

R ¼ R þ 1; xR) ¼ xR; Pk zR)
! "

¼ Pk zkð Þ ð16Þ

Parameters of the newly added rule are calculated as
bpRþ 1

k ¼
P R

i¼1k
i bpi

k( 1, and parameters of the rest of rules are not mod-
ified. The covariance matrix of the newly added rule is initialized
with XI, and the rests are inherited (cik ¼ cik( 1).

Generally, the MODIFY condition includes the UPGRADE condi-
tion plus checking the closeness of the new rule center to the exist-
ing rule centers. The closeness is measured with Euclidean distance
from the new data point to the closest existing rule centers. The
condition of closeness is checked by monitoring dmin < k r k=2,
where dmin ¼ mini di ¼ k zk ( zi) k

# $
. Also, the condition of

UPGRADE is activated when:

Pk zkð Þ > P
(
korPk zkð Þ < Pk ð17Þ

where

P
(
k ¼ max Pk zi)

! "
; Pk ¼ min Pk zi)

! "
: ð18Þ

3.1.4. Estimation of the local sub-models parameters
The locally optimal estimation of parameters is calculated based

on the weighted least square as follows:

bpi
k ¼ bpi

k( 1 þ cikxek( 1k
i xk( 1ð Þ yk ( xTek( 1 bp

i
k( 1

# $

cik ¼ cik( 1 (
ki xk( 1ð Þcik( 1xek( 1xTek( 1c

i
k( 1

1 þ ki xk( 1ð ÞxTek( 1c
i
k( 1xek( 1

ð19Þ

3.1.5. Next output prediction and evaluation
The next value of the output is predicted by employing the esti-

mated parameters of the local sub-models:

bykþ 1 ¼ WT
k
bh k ð20Þ

where

bh k ¼ bp1
k

# $T
; bp2

k

# $T
; * * * ; bpR

k

# $T
' (T

Wk ¼ k1 xkð ÞxTek;k
2 xkð ÞxTek; * * * ;k

R xkð ÞxTek
% &T

: ð21Þ

Non-Dimensional Error Index (NDEI) is a tool to evaluate the
performance of models which is the ratio of the root mean square
error (RMSE) over the standard deviation of the target data.

NDEI ¼ RMSE
Range y tð Þð Þ

ð22Þ

Fig. 2. The basic stages of the procedure in online learning [48].

4 S. Ansari-Rad et al. /Measurement 147 (2019) 106831



3.2. Improved eTS

Condition 3: SHRINK
The structure of the ETS can grow by generating new fuzzy

rules, but it can also shrink by removing a rule with low utility
or detecting variation of data pattern with respect to the focal
point of that rule. In the underwater navigation, due to the non-
stationary and varying environment, clusters should grow or
shrink through the learning phase. The focal point, which repre-
sents a cluster, should have generalization power regarding to
the online nature of processes.

The population of the ith cluster at step k is the number of
data samples which are assigned to the cluster (Ni kð Þ). By utiliz-
ing focal points of the rules, each data sample is assigned to the
nearest existing focal points (one cluster only) based on Eq. (23)
unless UPGARDE condition is activated. In UPGRADE, the popula-
tion of the newly formed cluster is set to 1 and the rests are not
modified.

Ni kð Þ ¼ Ni kð Þ þ 1; i ¼ arg min
i

k x kð Þ ( xi) k2

XR

i¼1

Ni kð Þ ¼ k ð23Þ

From the moment of appearance of the ith cluster, it is judged
by the existing data samples. Therefore, the population of each
cluster should be monitored, and in the case of detecting clusters
with less than 1% contribution with respect the total data samples,
the cluster is ignored by setting its firing level to 0 (ki ¼ 0). Unlike
[49], in this paper, SHRINK condition is checked with a threshold
described as the following condition:

IF
Ni) kð Þ

P R
i¼1N

i kð Þ
< g

 !
;THEN ki) ¼ 0

# $
: ð24Þ

Suggested values for g are chosen between 0.001 and 0.1,
depending on the application and data sample numbers.

Condition 4: Online VARIABLE SELECTION
So far it is assumed that the number of input variables is prede-

fined and fixed; however, a large number of correlated inputs could
be detected in many problems. Therefore, input variable selection
becomes a crucial problem, especially for intelligent sensors. In off-
line problems, input selection is usually approached by adopting
principal component analysis (PCA), GA, partial least squares
(PLS), and sensitivity analysis. It is often difficult to extract the best
online subset of input variables for dynamic and non-stationary
systems. Consequently, it is important to develop a method
enabling automatic input variable selection.

The idea of automatic input variable selection is put forth based
on the online monitoring and analysis of parameter values. If the
parameters of rules are negligibly small for a certain input, a par-
ticular input would not significantly contribute with respect to
the overall output. Hence, the input variable would be a candidate
for removal. This can be mathematically represented with the

accumulated sum of the consequent parameters ( pi
jt

)))
)))) for the

specific jth input with respect to all inputs [50]:

xi
jk ¼

ui
jk

Ui
k

¼

P k
t¼1 pi

jt

)))
)))

P n
r¼1ui

rk

ð25Þ

The value of xi
jk indicates the contribution of a particular input,

which can be monitored. The online selection of input variables
plays an important role in the intelligent sensor fusions. Unlike
[50], in this paper, VARIABLE SELECTION condition is chosen as
follows:

IF 9j)jxi
j)k < e

# $
; THEN remove j)ð Þ ð26Þ

where e denotes a coefficient suggested between 0.001 and 0.1 and
j) denotes the candidate for removal. The mentioned researches
[49,50] have tried to present automatic indices that measure the
contribution of clusters and input features, and have considered
the general applications of eTS scheme, which pose considerable
complexities in system parameters. Nevertheless, applying eTS in
the navigation procedure, the automatic indices lost their perfor-
mance, and utilizing Eqs. (24) and (26) as indices leads to much
more stable results rather than the automatic indices.

4. I-eTS aided ocean integrated navigation

By exploiting the improved eTS (I-eTS) algorithm, the AI-aided
integrated system is constructed. Based on Fig. 3, in the learning
stage by using IMU, INS, and DVDVL online information, the I-eTS
network is trained. Meanwhile, the INS/DVL integrated system is
correcting the corresponding outputs. In Fig. 3, PINS, VINS and qINS

are the position, velocity, quaternions of INS sensors, respectively.
Moreover, dP, dV , and dq denote estimation difference of the men-
tioned parameters calculated in EKF and f b is the specific force
measured from IMU. By detecting any malfunction in DVL signals,
the training procedure is stopped and the well-trained network
predicts DVL signals, Vpseudo( DVL. Thereafter, EKF uses these pre-
dicted signals instead of DVL signals to correct INS outputs.

The main concentration of the research is devoted to design a
fault-tolerant integrated system employing an improved-eTS. Such
fault-tolerant systems demand a robust methodology for detecting
fault, which is currently out-of-box notion for this paper. On the
other hand, varied strategies have been recently introduced,
including [51], which are able to identify different auxiliary sensor
faults, precisely. Hence, without losing any major points in the
paper, it is assumed that in the DVL signal malfunction moment,
the whole information is accessible, and the fault moments are
completely known.

5. Test results

In order to evaluate the performance of the proposed method, a
lake test was accomplished. An instrumented vessel was utilized
for the experiment which is shown in Fig. 4. The instruments used
in the test include a MEMS IMU assembled by Analog Devices Inc.
with model ADIS16448, a DVL made by Link Quest Inc. model Nav-
Quest 600 micro installed on the vessel, depicted in Fig. 4, and a
GPS receiver FGPMMOPA6B.

The GPS receiver and its measurements were used for initializa-
tion and reference purposes. The specifications of the instruments
are listed in Table 1.

5.1. DVL signal estimation

This section is dedicated to the study the I-eTS and comparison
with the performance of ordinary eTS. To meet with the target, by
considering a portion of an ocean navigation path, the roll of design
parameters from Section 3.2 is studied. The information of the path
is acquired from an INS/GPS/DVL integrated navigation system,
where the estimated values of auxiliary sensors are not involved
in navigation correction. Therefore, in the learning stage, IMU,
INS, and DVDVL information are accessible for evolutionary struc-
tures, which are passed through eTS in the same order they have
been obtained from the navigation path. Furthermore, the informa-
tion is processed the same way as online eTS, which avoids accu-
mulating data into a memory. Considering Fig. 5, 80% of path
data is devoted to the training phase, which includes varied
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maneuvers making the online training procedure more challeng-
ing. On the other hand, the remaining data information for test
path are based on the complete INS/GPS/DVL integrated system
and accordingly, does not get feedback from eTS prediction results.

Afterward, the performance of eTS is compared with I-eTS in the
Fig. 6. For each DVL output signal, the desired values (the red lines)
obtained from the integrated navigation system and output predic-
tion of eTS and I-eTS are demonstrated, as well. It is shown that for
VDVLx and VDVLy, the performance of eTS (the green-lines) is
impaired in some specific moments of test path mostly due to
the redundant clusters, hardly contributing in learning process of
DVL output signals. Nonetheless, I-eTS (the blue-lines) has
improved the prediction ability and provided precise estimation
of DVL output signals. In the third output, which is denoted by

VDVLz, eTS and I-eTS demonstrate similar performance. The maneu-
ver has been carried out on ocean surface; as a consequence, the
third output signal remains fairly stable in the training and test
phases, leading to precise prediction by both eTS and I-eTS
structures.

Furthermore, effect of design parameters on the performance of
I-eTS has been studied in Table 2 which is devoted to quantitative
result of predicting the DVL outputs of the test path demonstrated
in Fig. 5. Three major indices are selected for quantitative compar-
ison between results of eTS and I-eTS: training and testing cost,
and NDEI index obtained from Eq. (22). The first row of the table
is related to the prediction results of eTS previously illustrated in
Fig. 6 with the green lines. The remaining rows contain prediction
results of I-eTS by considering different design parameters.

Fig. 3. Improved eTS aided INS/DVL integration navigation system.

Fig. 4. Left) instrumented vessel for experiments and Right) instruments mounted on the vessel [29].

Table 1
Instrument specifications.

Gyroscope Accelerometer DVL GPS

Dynamic Range ±1200"/s Dynamic Range ±18 g Frequency 600 KHz Frequency 1575.42 MHz
In-run Bias Stability 14.5"/h @1r In-run Bias Stability 0.25 mg @1r Accuracy 0.2% ± 1 mm/s Accuracy 2.5 m
Angular Random Walk 0.066"/

p
h @1r Output Noise 5.1 mg rms Maximum Altitude 110 m Maximum Altitude 18,000 m

Output Noise 0.27"/s rms ( 3 dB Bandwidth 330 Hz Minimum Altitude 0.3 m Sensitivity ( 148 dBm
( 3 dB Bandwidth 330 Hz Data Rate 100 Hz Maximum Velocity ±20 knots Maximum Velocity 515 m/s
Data Rate 100 Hz Maximum Ping Rate 5/s Maximum Acceleration 4 g
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The parameter g determines the limit for removing the exces-
sive clusters in the training phase. In Table 2, it is demonstrated
that by selecting a slightly small value for g such as 0.001, I-eTS
performance bears resemblance to the ordinary eTS, and the vast
majority of clusters are detected as influential one. On the other
hand, choosing relatively substantial values such as 0.1 for g elim-
inates the clusters having significant contribution in predicting
DVL output signals, and eventually decreases the performance of
I-eTS. Selecting g ¼ 0:01 as an optimal value, unimportant clusters
are neglected, and the remaining clusters play conspicuous role in

improving the prediction ability of I-eTS in comparison with the
ordinary eTS. The parameter e is employed to determine the contri-
bution of input regressors in I-eTS prediction ability. Similarly,
assigning considerable values for e such as 0.1 provides the possi-
bility of ignoring the crucial input data, which dramatically
increases the prediction error. Therefore, from what has been
deduced from Table 2, the optimal values of g ¼ 0:01 and
e ¼ 0:01 are selected for the I-eTS prediction properties defined
in Section 5.1.2. The main purpose of the table is to show behavior
and effect of the assigned values on the DVL reconstruction accu-
racy. Moreover, the table represents ranges of chosen number
which are available for the I-eTS index parameters. Consequently,
all the numbers around g ¼ 0:01 and e ¼ 0:01 mainly lead to the
similar performance from NDEI point of view. As seen in Sec-
tion 5.1.2, for other maneuvers, the assigned values bring about
acceptable navigation accuracy during DVL malfunction.

5.2. ETS-aided integration navigation test

In this section, two ocean integrated navigation tests are con-
ducted to show performance of the proposed algorithm in Sec-
tion 4. For these tests, the signals measured by the instruments
are logged by a computer carried by the vessel and then post pro-
cessing of the collected data is carried out off-line in the laboratory.

Moreover, it has been tried to close the estimator initial condi-
tions to real conditions as much as possible. To meet with the tar-
get, at the starting moment of navigation, the integration of INS/
GPS/DVL via EKF is performed, and after a short time navigation
is pursued without GPS. Accordingly, initial conditions utilized
for INS/DVL navigation have the maximum accuracy. GPS outage

Fig. 5. Navigation trajectories for train and test phase of eTS and I-eTS (by choosing
g ¼ 0:005 and e ¼ 0:01).

Fig. 6. Comparing prediction of DVL output ((a) VDVLx (b) VDVLy (c) VDVLz) between eTS and I-eTS during the prediction phase.
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always occurs after travelling 20% of the total path of the test. On
the other hand, for each navigation test, results of conducting
INS/GPS/DVL integration are demonstrated as a reference path,
which show the accuracy of navigation without missing any auxil-
iary sensor information. Thereafter, the algorithm is applied to two
different maneuvers. Second maneuver is flatter than the first one;
as a result, different conditions of a path in navigation problem are
considered. Travelled distance and the time of each test is pre-
sented in Table 3.

In Figs. 7 and 8 the navigation accuracy when 30% and 50% of
the paths Test1 and Test2 are surveyed without the DVL informa-
tion is plotted. Partial Least square Regression-Support Vector
Regression (PLSR-SVR) is a hybrid predictor, which is employed

in [35] to predict the residual components of the PLSR to estimate
DVL measurements, precisely. To show the superiority of the pro-
posed method in this paper, PLSR-SVR is utilized as a reference pre-
dictor. As pointed out, PLSR-SVR is designed for short-term
prediction while losing long-term information impairs the perfor-
mance of such hybrid methods. In this research, the same as
[35], the optimal number of steps for PLSR is obtained as 4 steps.
Moreover, when DVL works well, the memorizer sufficiently col-
lects 20% of previous acquired data, and in the moment of malfunc-
tion, PLSR-SVR analyzes the information to train a reliable
structure for predicting DVL output signals for the rest of path.
Similar to the other regression-based methods, PLSR-SVR requires
collected data sets to fit suitable models; however, obliges the inte-
grated system to accumulate considerable volume of data, which in
case of long distances or intricate maneuvers, encounters serious
limitations on the memory or the processor. Therefore, these meth-
ods, regardless of their significant performance demonstrated in
the papers, lack the ability to conform to the varying environments
and are basically classified as off-line strategies whose perfor-
mance is degraded in long-term navigation.

Table 2
Comparing effect of design parameters on the quantitative results of DVL output estimation.

Predictor Parameter g Parameter e Training cost (s) Test cost (s) NDEI Prediction

eTS – – 193.39 11.36 0.0316
I-eTS 0.001 0.001 191.18 11.32 0.0316

0.01 0.001 187.17 9.13 0.0309
0.1 0.001 94.34 6.39 0.0572
0.001 0.01 181.65 11.18 0.0311
0.01 0.01 107.17 8.36 0.0298
0.1 0.01 51.75 4.62 0.0521
0.001 0.1 160.24 6.63 0.0525
0.01 0.1 79.01 4.08 0.0488
0.1 0.1 45.55 3.43 0.125

Table 3
Travelled distance and testing time.

Time (s) Travelled Distance (m)

Test 1 4371.6 9923.2
Test 2 1931.8 4209.0

Fig. 7. Test1: Comparing navigation results when DVL signals are available at (a) 50% (b) 70% of the trajectory.
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Another special demonstration in Figs. 7 and 8 lies in which by
choosing the effective inputs and shrinking the outer clusters dur-
ing training procedures, I-eTS (the black lines) results in more reli-
able navigation rather than the conventional eTS methods (the
blue lines). In compared with the results of the complete INS/
DVL integration systems (the green lines) and considering the long
time malfunction period, the position errors are acceptable and
limited by applying the strategy. Surprisingly, in some cases, such
as scenario b of Test1 and Test2, the integrated navigation with I-
eTS reveals slightly more reliable performance rather than com-
plete INS/DVL integration system. Although the integrated system
with PLSR-SVR behaves properly at the beginning of paths, but as
the length of DVL malfunctioning increases, it is demonstrated that
the performance of PLSR-SVR based navigation is dramatically
declined.

In Tables 4 and 5, quantified results of different DVL malfunc-
tion for Test 1 and Test2 are shown. In order to compare quantita-
tively the improvement of strategy performance, the mean square
error index which is calculated by the following equation is given
for the entire tests:

eRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

0
P

/est ( /realð Þ2

N

 !
þ N0 cos /0ð Þð Þ2

P
kest ( krealð Þ2

N

 !vuut

ð27Þ

The est subscript stands for the estimated state variable by nav-
igation algorithm and real subscript shows the real value of the
state variable (measured by GPS). For converting the error of calcu-
lating geographical latitude and longitude to meter, latitude and
longitude are multiplied byN0 cos /0ð Þ and M0, respectively in
which M0, N0 and /0 are curvature radius in the meridian, geo-
graphical altitude at the start of movement. Also, N shows the total
number of time steps in the navigation process. Positioning error at
the final time is calculated as follows:

efinal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

0 /f
est ( /f

real

# $2
þ N0 cos /0ð Þð Þ2 kfest ( kfreal

# $2
r

ð28Þ

which superscript f denotes the final time of maneuver. The compu-
tational cost shows the whole running time of different navigation

Fig. 8. Test2: Comparing navigation results when DVL signals are available at (a) 50% (b) 70% of the trajectory.

Table 4
Test 1: Comparing quantitative results of different situation of the DVL sensor.

Test 1 Percentage of final
error distance
(50%)

Percentage of RMS
error distance
(50%)

Computational
costs (s) (50%)

NDEI
Prediction
(50%)

Percentage of final
distance error
(70%)

Percentage of RMS
distance error
(70%)

Computational
costs (s) (70%)

NDEI
Prediction
(70%)

Pure INS 1.8685e + 4 6.8610e + 4 172.22 – 5.262e + 3 2.6965e + 4 184.89 –
PLSR 15.02 25.96 237.18 0.058 15.37 27.67 269.56 0.065
PLSR-SVR 14.91 25.86 395.13 0.055 15.27 27.31 402.53 0.064
eTS 12.89 10.03 1378.97 0.019 12.38 9.24 1778.25 0.014
I-eTS 12.36 9.08 927.10 0.017 10.88 8.60 1042.03 0.011
Without DVL

malfunctions
11.47 8.24 187.83 – 11.47 8.24 187.83 –
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systems in Tables 4 and 5. Moreover, the results are divided consid-
ering 50% or 70% DVL signals availability.

In Tables 4 and 5, navigation results are shown by using indices
of Eqs. (22), (27) and (28), quantitatively. In general, with occur-
rence of DVL malfunction through the whole path, the integrated
system operates as a pure INS system, which results in significant
error values (The first row of Tables 4 and 5). The regression-based
methods such as PLSR and PLS-SVR comparatively succeed to
tackle the problem and limit the navigation error (second and third
rows), but these limited errors are chiefly unaccepted, due to the
mentioned drawbacks. Conversely, eTS and I-eTS reveal glowing
performance in the integrated system in Tables 4 and 5 (4th and
5th rows). It is demonstrated that I-eTS improves the performance
of eTS and limits the substantive errors at the long time malfunc-
tions. Consequently, it can be concluded that I-eTS increases the
stability and reliability of eTS-aided integrated systems, consider-
ing other mentioned strategies in the tables.

By increasing length of DVL malfunction, the performance of
eTS-aided integrated system is reduced. Although, using the eTS-
aided integrated system increases the computational cost, espe-

cially during the training phase, but I-eTS refines the cost. Accord-
ing the Fig. 9, in both scenarios, numbers of fuzzy rules reach the
upper limitation after the moment of 500 s. Afterward, in the case
of eTS, the predictor exploits the highest possible number of clus-
ters, regardless of remaining parts of path, for the prediction phase.
Hence, the prediction ability of eTS is generally attenuated in long-
term training and the probability of instability increases, the evolv-
ing procedure does not involve the online input selection and
shrinking. Conversely, in the case of I-eTS, by increasing the length
of training phase or having straight navigation path, ineffective
clusters and inputs are removed, which expectedly improves the
prediction ability due to elimination of the dependency between
input variables.

On the other hand, as it is demonstrated in Fig. 10, the predic-
tion ability of eTS and I-TS has been compared having 50% of
DVL information. The illustration reveals that after the moment
of 3400 Sec, the general eTS has lost reliability and the prediction
error considerably increases. Nonetheless, according to online
input selection and shrinking, I-eTS prediction error remains lim-
ited. Similarly, utilizing I-eTS has significantly improved the relia-

Fig. 9. Test1: Comparing number of rules in I-eTS at (a) 70% and (b) 50% of the DVL existence during the training phase.

Table 5
Test2: Comparing quantitative results of different situation of the DVL sensor.

Test 2 Percentage of final
distance error
(50%)

Percentage of RMS
distance error
(50%)

Computational
costs (s) (50%)

NDEI
prediction
(50%)

Percentage of final
distance error
(70%)

Percentage of RMS
distance error
(70%)

Computational
costs (s) (70%)

NDEI
prediction
(70%)

Pure INS 1.6294e + 4 5.9294e + 4 59.33 – 1.156e + 3 5.7995e + 3 68.94 –
PLSR 18.37 42.59 77.76 0.524 6.59 20.04 91.82 0.069
PLSR-SVR 18.29 42.43 130.92 0.517 5.75 16.59 138.36 0.041
eTS 5.86 11.65 390.98 0.062 4.32 9.26 533.57 0.031
I-eTS 5.81 11.43 335.82 0.061 4.28 9.12 426.93 0.026
Without DVL

malfunctions
4.49 10.53 77.72 – 4.49 10.53 77.72 –
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Fig. 10. Test1: Comparing prediction of DVL output ((a) VDVLx (b) VDVLy (c) VDVLz) between eTS and I-eTS at 50% of the DVL existence during the prediction phase.

Fig. 11. Test1: Comparing effect of fault detection time delay on navigation when malfunction happens at (a) 50% (b) 70% of the trajectory.
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bility of DVL output signal prediction, and quantitative results
shown in 5th and 9th columns of Tables 4 and 5 (the NDEI index)
obviously approve these demonstrations. Although the mentioned
results demonstrate slight differences between eTS and I-eTS pre-
diction NDEI in Table 5 which are chiefly related to invariant path
of Test2 facilitating the prediction ability of eTS, but from time
expense criterion point of view, reveal that I-eTS still improves
the performance of eTS.

It worth noting that the introduced I-eTS based integrated nav-
igation system is not confined to any specific type of fault. As
demonstrated in the paper, the DVL malfunction is considered as
the abrupt fault, regarding to the fact that such faulty signals influ-
ence the integrated system instantly, which makes them hard to
deal with. Moreover, considering the harsh effect of abrupt fault
on an integrated system, if a fault-tolerant method has the ability
to handle the effect of abrupt faults, the other types of signal fault,
including gradual or outliers, are more likely to be handled by the
fault-tolerant system. Nevertheless, each fault detection mecha-
nism leads to some fault detection time delay, which can influence
on switching procedure between real DVL and pseudo-DVL. There-
fore, in the following, for evaluating the effect of time delay on
switching and navigation performance, two scenarios have been
considered. In the first one, two time delay between fault occur-
rence and the fault detection moment have been chosen as 0.32
and 2.4 s in the case of having 50% of DVL information. In the sec-
ond one, 2.24 and 4.8 s are selected as the fault detection time
delay for occurrence of malfunction at the 70% of the trajectory.
In both scenarios, the ideal fault detection results are plotted as a
reference to provide the reader with a perspective of the effect of
time delay amount on the performance of I-eTS based INS/DVL
integrated navigation system. In Fig. 11, the results of the both sce-
narios are demonstrated in which as the amount of time delay
increases, the navigation performance decreases as well. As a case,
when the fault occurrence has been detected 4.8 s later, the RMS
distance error increases by 8.59% for the scenario (b) in comparison
with the ideal fault detection performance. Hence, as it is obvious,
the navigation with the proposed I-eTS based signal reconstruction
mechanism reveals nearly stable performance in confronting with
fault detection time delay, which can be considered as a fault-
tolerant navigation system.

6. Conclusion

In this paper, a novel AI-aided integrated system was intro-
duced for the ocean navigation purposes. Due to the outage of
GPS signals in these environments, the INS/DVL integration system
was utilized for data fusion via an extended Kalman filter. Any
long-term DVL malfunction converted the integrated system to
the pure INS and resulted in instabilities. To tackle the problem,
which was barely addressed in previous researches, an
improved-version of evolutionary TS fuzzy system was adopted
to predict DVL signals in long-termmalfunctions. The evolving sys-
tems are powerful from computational point of view and was
never utilized in integrated systems. Their structures are simple
and this makes them agile. Adding online input selection and
shrinking properties leaded to an optimal running time, and also
prediction abilities were improved. By exploiting field test data
of different maneuvers, the proposed AI-aided integrated system
was applied to navigate under DVL malfunction conditions. Its per-
formance was close to the perfect INS/DVL integrated system based
on different simulation scenarios. The integrated system increased
the time of stability during DVL malfunctions rather than other
researches. The fuzzy system was trained in the presence of DVL
signals and predicted the missing DVL signals while the rest of path
information is never utilized in the training phase. These proper-

ties make the proposed integrated system more applicable and
practical in oceanic environments for navigation purposes while
with few changes, the underwater devices also can utilize the
introduced scheme.
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Abstract
In closed loop identification of an unknown control system, the stability is a big concern particularly when the system does 
not proceed with sufficient excitation. In this paper, under insufficient excitation of the system, identification and control 
are investigated by employing Evolving Linear Models (ELMs). It is explained that under weak stimulation, linear correla-
tions between input and output signals and their derivations are occurred. Removing some correlated variables through the 
time, an equivalent reduced order model of the original system is appeared, which can be identified as an ELM. Defining 
control law based on the sliding mode control (SMC) and using appropriate adaptation rules for parameters of the model, 
the tracking errors converge to zero and the stability of the system is guaranteed. Then, convergence of the parameters to 
their true values is studied and discussed. Different simulations are given to demonstrate the efficacy of the proposed closed 
loop identification approach.

Keywords Evolving linear models · Reduced-order models · Weak stimulation · Closed loop identification · Sliding mode 
control

1 Introduction

The complexity and dynamics of real-world problems 
require special methods for building online, adaptive sys-
tems. These intelligent systems, by analyzing conditions 
of environment, are trying to adapt themselves with non-
stationary phenomena through time. Such systems should be 
able to grow as they operate, to update their knowledge and 
make the model better via interaction with the environment. 
Considering all complexities in control problems, makes us 
look for intelligent systems with higher adaptability to non-
stationary environment.

A lot of natural processes are considered as MIMO sys-
tems. The closed-loop identifier introduced for MIMO linear 

dynamic systems (Ng et al. 1977) is practically noticeable 
due to presence of noises in the feedback path assuming 
their distributions as random processes. (Zhu 1989) men-
tioned Order determination, while covariance of a MIMO 
transfer function is extracted and order of model is chang-
ing from low to infinite until tending to the optimal order. 
Thereafter, more identification procedures have been pro-
posed for MIMO systems, like a closed-loop identifier for 
variable structured systems (Xu and Hashimoto 1996), a 
robust identifier for linear systems that assumes the cost 
function as quadratic time series(Pan and Basar 1996), 
two-stage closed-loop identification method (Leskens et al. 
2002) and a method based on least squares SVM for lin-
ear dynamic systems(Goethals et al. 2005). Beside them, 
Identification procedures have been studied for linear trans-
fer function of MIMO systems with different methods like 
shifting Legendre polynomials(Hwang and Guo 1984), Pois-
son moment functional (SAHA and RAO 1982) and Walsh 
functions(Rao and Sivakumar 1981). None of mentioned 
methods have given guarantee for stability during the iden-
tification procedure, although, most of systems have struc-
tured-complexities may cause instability during stimulation 
and identification procedures, so the methods guaranteeing 
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stability of closed-loop system during identification have 
been more regarded.

On the other hand, controlling unknown systems has 
drawn a lot of attention recently. Many intelligent techniques 
based on conventional PID, Fuzzy, switching adaptive (Fu 
and Barmish 1986; Mårtensson 1985; Miller and Davison 
1989, 1991), Model Predictive Controllers (Mayne et al. 
2000; Qin and Badgwell 2003), sliding mode, evolving sys-
tems, and robust adaptive methods are elaborated to try to 
control unknown systems.

Another promising structure is imposing concept of con-
trol during identification of system behaviors. Self-tuning 
regulators (STR) has been developed by (Äström and Wit-
tenmark 1989) for the control of systems with unknown 
parameters. In indirect STR schemes, the adaptive law gen-
erates on-line estimates of the parameters of the system. Due 
to its flexibility in choosing the controller design methodol-
ogy (state feedback, compensator design, linear quadratic, 
etc.) and adaptive law (least squares, gradient, or SPR-Lya-
punov type), indirect STRs are the most general class of 
adaptive control schemes (Ioannou and Sun 1996). The basic 
structure of presented article (in Algorithm 1) is emerged 
from indirect STRs: using sliding mode as the control meth-
odology and continuous-time recursive least square (RLS) as 
the adaptive law. But the main contribution is the guarantee-
ing convergence of parameters to real values during control 
and within the Lyapunov function. In previous works, after 
the identification of parameters, following the desired behav-
ior and the stability of the closed-loop system were possible. 
Therefore, initial conditions of the identification procedure 
and the speed of convergence of identified parameters were 
so important. Avoiding these problems was a motivation to 
design the current structure. Also, tracking the desired out-
put is another advantage in compare with most STRs which 
are designed based on pole placement methods. This feature 
is useful in controlling robotic devices and most of drivers 
which are final purposes of authors in practical aspects. But 
the current scheme can handle practical plants like (Hou 
et al. 2012; Hovland et al. 2007; Sharifzadeh et al. 2017; 
Zeng et al. 2007), where the Lagrangian behavior of parallel 
systems is close to the basic model of the current scheme.

Evolvability of systems is one of the properties that makes 
models being more in rapport with reality. The concept itself 
exhibits many facets and is quite often linked with an idea of 
adaptive systems- the architectures, which have been around 
for a long time. The systems (models) have to evolve because 
the real world is often nonstationary. The perception of the 
world changes depending upon a certain observer (user) and 
his preferences and in this way the model evolves to adhere 
to the needs of the users (Jahandari et al. 2016).

In general terms, the evolvable systems are characterized 
by abilities to adjust their structure as well as parameters 
to the varying characteristics of the environment (with the 

term of environment embracing processes/phenomena with 
which the system has to interact or deal with the users using 
the system) (Pedrycz 2010) which can change their structure 
in order to adapt to variations of systems. In (Kalhor et al. 
2010, 2012), adaptive habitually linear and transiently evolv-
ing TS fuzzy model is suggested in which the parameters 
are updated quickly and the model can follow variations of 
the system with agility. However, such model is not agile 
enough in order to prevent when persistent excited (PE) order 
of the control signal is very low. A similar problem is dem-
onstrated in the current proposed structure (in Algorithm 1) 
where insufficient PE signals challenge identification of sys-
tem parameters. Some papers like (Cho et al. 2017; Ivanov 
and Orlovsky 2014; Vuthandam and Nikolaou 1997; Xu and 
Baird 1990) have presented different solution to cope with 
this problem. Here, a sort of ELM is introduced (in Algo-
rithm2) which is linear regression models whose number of 
regressors can increase or decrease over time span. A simple 
variant of such model has been introduced in (Angelov et al. 
2011; Kalhor et al. 2012; Lughofer 2013; Lughofer et al. 
2015; Precup et al. 2014). The concept of ELM is promis-
ing and between different schemes, only by choosing this 
concept, the stability of closed-loop system in the space of 
parameters with PE condition can still be guaranteed in a 
subspace while suffering from weak stimulation conditions.

The mentioned ELM consists of the basic model and 
reduced-order models (R-OM). (Zhang et al. 2008) construct 
a reduced-order switched model for a robustly stable switched 
system. (Leung Lai and Zong Wei 1986) study the problem 
concerning how much excitation should be introduced into the 
inputs in a multivariable ARMAX system. Industrial processes 
usually involve a large number of variables, many of which 
vary in a correlated manner. In (Qin 1993), a recursive partial 
least squares regression is used for online system identification 
and circumventing the ill-conditioned problem. In (Zhang and 
Shi 2008) a parameterized reduced-model is constructed for a 
discrete-time switched linear parameter varying systems. None 
of mentioned papers uses R-OMs in both control and identifi-
cation procedures. In current scheme (in algorithm 2), R-OMs 
are used to adaptive the scheme with variation of stimulation 
degree. Therefore, besides tracking desired signals, we still are 
able to fit suitable model to system behaviors.

Our key contributions are: 1- How to use SMC and adap-
tation rules together in order to control of system outputs 
behavior and identification of system parameters at the same 
time. 2- Introducing a sort of ELM. When the excitation 
order of user-defined signals is low, identification of the 
basic model (model with the same dynamic order of sys-
tem channels that fits behaviors of the basic system) turns 
into partially identification of system behaviors. By using 
R-OMs, important behaviors of system are still followed. 
3- How to identify models whose parameters are guaran-
teed to converge asymptotically to their true values while 
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closed-loop procedure is proven to remain asymptotic stable. 
Also, by using these strategies, convergence of the R-OM 
parameters to their real values and stability of the closed-
loop system with this R-OM can be guaranteed, as well.

The remainder of this paper is organized as follows: In 
Sect. 2.1, the basic model and equations of time-invarying 
R-OM are comprehensively studied. Section 2.2 presents 
the online identification procedure of R-OM and the SMC 
strategy. In Sect. 2.3, the stability of the closed-loop system 
and the convergence of parameters to their true values are 
studied. Then, in Sect. 2.4, the stability of the closed-loop 
system during switching and with ELM is covered. Also, 
Sect. 3 is devoted to simulation studies.

2  Control and Identification of MIMO 
systems via a robust adaptive algorithm

In the first part of this research, a closed-loop identifica-
tion method for MIMO linear systems is proposed such 
that both the convergence of parameters to their true values 

and stability of the closed-loop system are guaranteed. In 
Algorithm 1, the procedure of this method is presented. By 
imposing condition of sufficient PE to each channel, the 
identification of parameters is restricted to complex stimu-
lations like independent sinusoidal signals applied to the 
system. Therefore, by facing any weak stimulations, the 
identifier is forced to stop the procedure. Under these cir-
cumstances, Algorithm 1 lost its control concept and it is 
not even applicable.

Nonetheless, by introducing a sort of ELM in the 
Sect. 2.1, the identification of model parameters is still car-
ried on, no matter what excitation order applying signals 
have. The mentioned ELM consists of a basic model and 
linear switching models called reduced-order models. Also, 
the desired signals can be determined by user and none of 
mentioned constraints can stop the identifier. The applied 
strategy is shown in Algorithm 2. By using Algorithm 2, 
convergence of the R-OM parameters to their values and 
stability of the closed-loop system with this R-OM is guar-
anteed, as well. Details of both algorithms are explained in 
the Sect. 2.2.
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2.1  Time-invarying R-OMs

In this part, to fit the behaviors of the systems in the iden-
tification procedure, the basic model and R-OMs are nomi-
nated. The basic model is a MIMO square transfer function 
with no element zeros. The characteristic equation of each 
output channel is dissimilar to others and the system under 
these procedures should be minimum phase. Only data of 
inputs and outputs of the basic system are utilized and only 
information about this system, which is pre-required, is the 
dynamic rank of each output channel.

R-OMs, by removing some dependent regressors, fit the 
behavior of system channels under weak stimulations. In the 
following, important steps to gain R-OM equations from a 
basic model are expressed (model reduction). The other model 
switching procedures including transformation of R-OMs to 
each other or obtaining basic model from R-OM, in case of 
increasing richness of stimulations, can be extended with a 
few changes. These all switching models represent structure 
of an ELM. In different conditions from rich PE to weak stim-
ulations, identification of system behaviors is still possible 
although we may have to be content with partial identification.

The transfer function of MIMO systems is considered as:

where Laplace variable is defined with symbol S . The index q 
is a general channel indicator (When we refer to qth channel, in 
fact we refer to all channels.) and j refers to the index of input. 
Each output channel differential equation can be written as:

where nq denotes the dynamic rank of yq. This is called basic 
model for each channel. The vector of input–output regres-

sors of the basic model is represented as Φq =
⎡
⎢
⎢⎣

y
−
q

u
−

⎤
⎥
⎥⎦
∈ ℝ

N+nq . 

Also for each channel, vectors of denominator coefficients, 
output signal regressors, nominator coefficients, and transfer 
funct ion parameters  are denoted as aT

q
∈ ℝ

nq  , 
y
−

T

q

∈ ℝ
nq, bT

q
∈ ℝN , !T

q
∈ ℝ

N+nq respectively. The vector of 

input signals is shown as u
−
∈ ℝN.

(1)
G(S) =

[
bqj

S
n q − aqn qS

n q−1 … − aq1

]

N×N

∀q = 1,… ,N , ∀j = 1,… ,N

(2)y

[
nq
]

q = aT
q
y
−
q

+ bT
q
u
−
= !T

q
Φq

(3)

aT
q
=
[
aqn q , aq(n q−1 ),… , aq1

]
, bT

q
=
[
bT
qj

]
1 ×N

!T
q
=
[
aT
q
, bT

q

]
, y

−

T

q

=
[
y

[
n q−1

]
q , y

[
n q−2

]
q ,… , y[1 ]

q
, yq

]
, u
−
=
[
u j
]
N×1

While there are no dependencies between regressors of 
the basic model, Eq. (2) is still differential equation of the 
basic model. It is worth to mention that input and output 
signals are measured from the system, not the model. This 
becomes important when we substitute identified parameters 
in models, where their output signal regressors are different 
from y

−
q

 in each channel.

On the contrary, if regressors of the basic model are corre-
lated, channels of the system will not be sufficiently excited. 
Therefore the identifier is forced to stop Algorithm 1.

Assumption A1 To analyze these situations, it is assumed, 
by applying weak stimulation to one of system channels, we 
find non-zero nullity vectors in ΦT

i
(t)Ψi = 0, 0 ≤ !1 ≤ t ≤ !2 

in one of channels as ith while the other channels are suf-
ficiently excited. Index i refers to the channel with weak 
stimulation. The number of independent nullity vectors 
defines the number of regressors must be removed from 
models. But in the following, it is assumed Ψi ∈ ℝ(n i+N)×1 is 
the only non-zero nullity vector. In out of the interval 

[
!1 , !2

]
 

the dependency relation is not stablished. The parameter !2 
either can be finite or infinite based on excitation signals.

Remark 1 As it will be seen in the sect 3, it is too rare that 
system channels need model reduction at the same time. 
Changes of degree excitation of most known desired sig-
nals are such slow that the identifier can handle insufficient 
excitation with one model reduction at a proper interval. 
In Simulation 4, it is shown that by two consecutive model 
reductions, the identifier handles the rank deficiency of 2 
in the second channel. Therefore, these assumptions do not 
bring any major limitations in the application of explained 
concepts in the research.

The nullity vector of ith output channel can be shown as:

The dependency relation between regressors of ith chan-
nel is written as follows:

To remove kth output regressor, Eq.  (5) can be re-
arranged as Eq. (6). It is worth to mention that none of input 
regressors can remove from the basic models. Therefore, kth 
output regressor is the most effective output regressor in the 
nullity vector.

(4)ΨT
i
=
[
!i(n i+N),!i(n i+N−1 ),⋯ ,!i1

]
.

(5)
!i(ni+N)y

[ni−1]
i

+ !i(ni+N−1 )y
[ni−2]
i

+⋯ + !i(N+1 )yi

+ !iNuN +⋯ + !i1 u1 = 0.
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By applying the dependency relation, the differential 
equation of ith channel can be written as Eq. (7).

where

Hence, Eq. (7) is used to describe reduce-order differen-
tial equation of ith channel. It is called reduced-order model 
for ith channel. The accent ` is used to denote each parameter 
on R-OM to show its difference from the basic model. The 
transfer function of jth input and ith output can be written as 
Eq. (9), where the coefficient of Sk is set to zero.

Applied sufficient PE signals to the system provide neces-
sary information in order to identify all parameters of the 

(6)

y[k]
i

= −
!i(ni+N)

!i(k+N+1)
⏟⏞⏟⏞⏟
ci(ni+N)

y
[ni−1]
i

⋯ −
!i(k+N+2)

!i(k+N+1)
⏟⏞⏟⏞⏟
ci(k+N+2)

y[k+1]
i

−
!i(k+N)

!i(k+N+1)
⏟⏞⏟⏞⏟

ci(k+N)

y[k−1]
i

⋯

−
!iN

!i(k+N+1)
⏟⏞⏟⏞⏟

ciN

uN ⋯ −
!i1

!i(k+N+1)
⏟⏞⏟⏞⏟

ci1

u1

(7)

y
[ni]
i

=
(
aini + ai(k+1)ci(ni+N)

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

a
′

ini

y
[ni−1]
i

+⋯
(
ai(m+1) + ai(k+1)ci(m+N+1)

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

a
′

i(m+1)

y[m]
i

+⋯
(
bij + ai(k+1)cij

)
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

b
′

ij

u j = %
′T
i
Φ

′

i
(t)

(8)

Φ
′T
i
(t) =

[
y
[ni−1]
i

, y
[ni−2]
i

,⋯ y[m]
i

,⋯ y[k+1]
i

, y[k−1]
i

,⋯ u
−

T
]

!
′T
i

=
[
a

′

ini
, a

′

i(ni−1)
,⋯ a

′

i(m+1)
, ⋯ a

′

i(k+2 )
, a

′

ik
⋯ b

′T
i

]
,

∀m = 0,… k − 1, k + 1,… ,ni − 1.

(9)gij(S) =
b

′

ij

S
ni − a

′

ini
S
ni−1 … − a

′

i(m+1)
S
m … − a

′

i1

transfer function. Otherwise, the lack of information 
obstructs identification of ai(m+1) and ai(k+1) simultaneously. 
So, the identifier is just be able to identify and track 
a

′

i(m+1)
= ai(m+1) + ai(k+1)ci(m+N+1).

To gain a good view of what is happening in an ELM, 
consider the following scenario: Imagine you have a large 
suitcase containing all facilities you need. So, whenever 
you are going to a specific place or event or decide to do 
any activity, you select and take some of the means from 
your suitcase commensurate with what you anticipate you 
are going to need. Obviously you do not choose the same 
things when you are going to either camping in the forest or 
the beach or a formal ceremony although sometimes there 
might be some overlapping (Jahandari et al. 2016).

Inspired by the above story, the LTI models including the 
basic model and R-OMs establish an ELM to adapt behav-
iors of the identified model with behaviors of non-stationary 
environment. These behaviors, here, refer to changeable 
desired signals applied to the system. The desired signals 
are depending on users (degree of stimulation) and the envi-
ronment (noises and other non-stationary effects). More con-
cepts about ELMs can be found in reference (Jahandari et al. 
2016).

2.2  Sliding mode control and robust adaptive 
identification

As you can see in Fig. 1, the ELM is sending identified 
parameters of switching models, whether from basic model 
or R-OM, to the control module. In the following, equations 
inside of this module and then, by using R-OM, concepts of 
algorithm are explained in detail.

Sliding rules force the system to gain our target features 
by sliding along a cross-section of the system’s normal 
behavior. In order to track output signals and reduce the 
output error, the following sliding rules at each channel are 
defined:

The vector of output desired regressors and output error 
regressors  in  each channel  are  shown with 
y
−

T

rq

=
[
y

[
nq−1

]
rq

,… , y[1 ]
rq
, yrq

]
 and ỹ

−

T

rq

=
[
y

[
nq−1

]
rq

,… , y[1 ]
rq
, yrq

]
=

[
ỹ

[
nq−1

]
q ,… , ỹ[1 ]

q
, ỹq

]
 , respectively. Desired signals are con-

tinuous and considerably smooth. The scaler sq denotes slid-
ing variable in each channel. Sliding rules are concerned 
with system properties, not models’. Therefore, any changes 

(10)
sq =

(
d

dt
+ !q

)nq−1

ỹ
−
q

= Λ#T
q
ỹ
−
q

ỹ
−
q

= y
−
q

− y
−
rq

, Λ#T
q
=
[
1,… ,

(
nq − 1

)
!
nq−2
q , !

nq−1
q

]
.

Fig. 1  The block diagram of closed-loop system and important sig-
nals
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in a model do not affect sliding surfaces and the system will 
track desired outputs anyway.

To analyze sliding surfaces, derivative of sliding rule of 
each channel is going to be studied. Based on these deriva-
tives, control inputs are defined, which force the system to 
reach sliding surfaces. In the following, equations of R-OM 
are used to describe role of models in the module.

Considering Eq. (7), derivative of ith sliding variable is 
computed as Eq. (11). As mentioned, a′

i(m+1)
 is obtained 

based on a′

i(m+1)
= ai(m+1) + ai(k+1)ci(m+1) . The summation 

∑n i−1

l=0,l≠k a
′

i(l+1 )
y[l] is displayed as an inner product of reduced 

vectors of denominator coefficients a′k
i

 and output signal 
regressors y

−
ik

 . The reduced vector of denominator coeffi-

cients contains all parameters except a′

i(k+1)
.

Derivative of the sliding vector, which is defined as 

S=
⎡
⎢
⎢⎣

s1
⋮

sN

⎤
⎥
⎥⎦
∈ ℝN , can be written as following:

Assumption A2 Matrices B =
[
bqj

]
N×N

 and B′ are diagonally 
dominant.

Remark 2 As mentioned before, one of the main motiva-
tion of selected structure is the control of robotic systems 
while tracking of their dynamic behavior. By analyzing 

(11)

ṡi = Λ"si
T ỹ

−
i

+ ỹ
[n i]
i

= Λ"si
T ỹ

−
i

+ $′T
i
Φ′

i
(t) − y

[n i]
ri

= Λ"si
T ỹ

−
i

+

n i−1∑
l=0,l≠k

ai(l+1 )y
[l]+ b′T

i
u
−
− y

[n i]
ri

= Λ"si
T ỹ

−
i

+ a′kT
i

y
−
ik

+ b′T
i
u
−
− y

[n i]
ri

(12)

Ṡ= Γ̃ + Γa − Γr + B′u
−

Γ̃ =

⎡
⎢
⎢
⎢⎣

Λ#s1
T ỹ

−
1

⋮

Λ#sN
T ỹ

−
N

⎤
⎥
⎥
⎥⎦
∈ ℝ

N
, Γa =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

aT
1
y
−
1

⋮

a
′kT
i

y
−
ik

⋮

aT
N
y
−
N

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

∈ ℝ
N
,

Γr =

⎡
⎢
⎢
⎢⎣

y
[n1]
r1

⋮

y
[nN]
rN

⎤
⎥
⎥
⎥⎦
∈ ℝ

N
, B′ =

⎡
⎢
⎢
⎢
⎢
⎢⎣

bT
1

⋮

b
′T
i

⋮

bT
N

⎤
⎥
⎥
⎥
⎥
⎥⎦

∈ ℝ
N×N

.

the Lagrangian behavior of parallel robots in researches 
as (Briot and Bonev 2009; Li et al. 2006; Yahyapour et al. 
2013), it is seen that these behaviors are close to decoupled 
equations. Therefore diagonally dominance of nominator 
matrices are demonstrated in these robotic systems.

System inputs are assigned based on the control input 
vector 

(
û
−
∈ ℝN

)
 and the sliding vector.

The matrix η is a design parameter and is determined such 
that !qbqq > 0 and !ib

′

ii
> 0 . As we are going to investigate 

in next sections, the model reduction affects û
−
 in Eq. (13). 

Therefore, the force needed to keep the system on reach-
ing surfaces, is depending on identified model parameters 
( ̂"). The accent ^ on each parameter shows estimated value 
of that parameter by identifier. Substituting Eq. (13) in the 
derivative of the sliding vector results in Eq. (14), where 
ã

′k
i
= a′k

i
− â

′k
i

 . Likewise, the accent ~ on each parameter 
shows error value of identified parameter from its basic 
value.

To separate functionally between control and identifica-
tion procedures, we need an energy function. This function 
shows how much energy the identifier needs to control sys-
tem outputs and how much energy it needs to update model 
parameters. The Lyapunov function is considered as 
Eq. (15), where we define "̃′T

i
=
[
ã

′kT

i
, b̃

′T

i

]
 for ith channel and 

"̃T
q
=
[
ãT
q
, b̃T

q

]
 for the other channels. To keep the closed-loop 

system stable, the identifier should decrease this Lyapunov 

(13)

u
−
= û

−
− " sgn (S)

û
−
= −B̂′−1

(
Γ̃ + Γâ − Γr

)
, " =

⎡
⎢
⎢⎣

"1 0 0

0 ⋱ 0

0 0 "N

⎤
⎥
⎥⎦
∈ ℝ

N×N
,

B̂′ =

⎡
⎢
⎢
⎢
⎢
⎢⎣

b̂T
1

⋮

b̂′T
i

⋮

b̂T
N

⎤
⎥
⎥
⎥
⎥
⎥⎦

∈ ℝ
N×N

,Γâ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

âT
1
y
−
1

⋮

â′K
T

1
y
−
ik

⋮

âT
N
y
−
N

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

∈ ℝ
N

(14)Ṡ= −

⎡
⎢
⎢
⎢
⎢
⎢⎣

b̃T
1

⋮

b̃′T
i

⋮

b̃T
N

⎤
⎥
⎥
⎥
⎥
⎥⎦

û
−
+

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

ãT
1
y
−
1

⋮

ã′k
T

i
y
−
ik

⋮

ãT
N
y
−
N

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

− B′$ sgn (S)
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function. Adaptation rules for updating identified model 
parameters are appropriate tools to reach this target. By 
designing suitable control input and adaptation rules, the 
stability of closed-loop system can be guaranteed. The 
matrix P−1

q
(t) ∈ ℝ(N+nq)×(N+nq) denotes as the covariance 

matrix for channel q and the matrix P′−1
i

(t) denotes as the 
reduced covariance matrix for ith channel.

The structure of Lyapunov function changes with model 
reduction. In fact, reducing order of models helps the identi-
fier to control output signals; this point is especially impor-
tant when stimulation degree of desired signals is low. The 
RLS method is appropriate tool to update model parameters 
in order to decrease identification error. Updating rule in 
Eq. (16) is resulted from continuous RLS method, where 
scalar ei is defined as ei = ỹ

[n i]
i

= y
[n i]
i

− y
[n i]
ri

= "̃
′T
i
(t)Φ

′

i
(t) . 

For ith channel, updating rules should be stated with 
R-OM. It is obvious scalar ei(t) does not change with model 
reduction.

Based on RLS method, the online updating of (invert of) 
reduced covariance matrix is expressed as following:

where !i denotes forgetting factor of ith channel. In RLS 
methods, basic model parameters of qth channel are trace-
able if vector of regressors in channel q is at least PE with 
degree nq+ N , which is the number of parameters needed to 
be estimated in the channel (Äström and Wittenmark 1989). 
Equation (13) shows that desired signals affect vectors of 
input signals and then output signals. It can be shown that a 
persistent excitation with degree nq has sufficient stimulation 
for channel q . Also, any signals with degree less than nq are 
weak stimulations for the channel.

If all desired signals are sufficient PE, basic model param-
eters are traceable and all covariance matrices remain posi-
tive definite. Therefore, two time-invarying scalers !

−
q
 and "̄q 

can be found which ∀t ≥ 0 ∶ 0 < !
−
q
I ≤ P−1

q
(t) ≤ !̄qI is stab-

lished for. On the contrary, if at least for one channel ( ith 
channel) desired signal is not sufficient PE, the covariance 
matrix becomes positive semi-defined after a while. Hence, 

(15)

V(t) =
1

2

[
STS+ "̃

′T
i
(t)P

′−1
i

(t)"̃
′

i
(t) +

N∑
q ≠i

"̃T
q
(t)P−1

q
(t)"̃q (t)

]
,

∀t ∶ #1 ≤ t ≤ #2

(16)̂̇#
′

i
(t) = P

′

i
(t)Φ

′

i
(t)ei(t)

(17)Ṗ
′

i
= "iP

′

i
(t) − P

′

i
(t)Φ

′

i
(t)Φ

′T
i
(t)P

′

i
(t)

some dependency relations happen in vector of input–output 
regressors of ith channel.

Depending on degree of excitation in the channel, which 
determines number of dependency relations, the identifier 
switches the basic model to a suitable R-OM to fit the behav-
ior of ith channel, while other channels remain intact. In 
this case, some correlated regressors are removed from the 
vector of input–output regressors and related model param-
eters are reduced in order to adapt model with low degree 
of excitation signal in ith channel. With these changes, the 
identifier carries on a partially identification method which 
is adapted to stimulation degree of desired signals. In this 
case the floating rank is less than the dynamic rank of ith 
channel. (The floating rank of ith channel determines the 
number of denominator parameters which can be identified 
in the online moment.)

Suggested adaptation rules for R-OM parameters are 
shown in Eq. (18). First part is concerned with adaptive 
updates based on sliding values. After reaching sliding sur-
faces, this part eliminates and only second part affects adap-
tation rules. The second part is mainly the same as Eq. (16); 
but parameter !i adjusts how much updating rule of RLS 
affects the adaptation rules. Number of adaptation rules are 
modified with model reduction.

2.3  Stability and convergence

As it was discussed in the Sect. 1, giving guarantee of sta-
bility of system under any kind of identification procedure 
is important.

In Theorem 1, stability of the closed-loop system in 
presence of the basic model is studied. All conditions and 
assumptions are stablished before any switching. In another 
word, switching moment (if there is) is far enough to let 
model parameters converge and system reaches steady state.

Theorem 1 Regarding to the MIMO system described in 
Eq. (1) and based on A2, identification of the basic model 
is guaranteed. Also, the closed-loop system remains stable 
during identification procedures. In Appendix a, the proof 
of this theorem is presented.

In the following, by using R-OMs, stability of closed-loop 
system is going to be studied. Meanwhile, convergence of 
R-OM parameters to their true values is proven. Then, in 

(18)

[
̂̇a
′k
i
̂̇b
′

i

]
= Si(t)P

′

i
(t)

[
y
−
ik

−û
−

]
+ #iP

′

i
(t)Φ

′

i
(t)ei(t) $1 ≤ t ≤ $2
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next section, stability of closed-loop system during switch-
ing and with ELM will be covered.

Theorem 1′ After switching, by using the model formu-
lated as Eq. (9), the closed-loop system under identification 
remains stable. Assumptions A1, A2, A3 are stablished in 
this theorem. In Appendix b, the proof of this theorem is 
presented.

Assumption A3 In Theorem 1, it is ideally assumed that 
after the stimulation degree decreases, the model is imme-
diately reduced.

In Theorem 1, it has been proven a system under Algo-
rithm1 before switching time is asymptotically stable. Now 
in Theorem 1 it is proven that after switching, by using 
R-OM, the system remains stable.

It is worth to mention that by switching between R-OMs, 
besides identification, the algorithm introduces much more 
sensible concept of control theory: Desired signals can be 
determined by user, not identifier. Based on the desired sig-
nal type and its stimulation degree, suitable models fit on 
system behaviors. For instant, if a user applies step signals 
to references, models with floating rank of 1 fit on basic 
system behaviors.

Hence, besides trying to fit suitable models on system 
behavior, this algorithm is trying to converge output sig-
nals of closed-loop system to user-defined desired signals. 
According to the variation of stimulation degree during 
identification, different models fit on a system in order to 
the identifier keeps tracking behavior of that system. This 
ELM can evolve from low floating rank R-OMs to the per-
fect order model (basic model).

2.4  Some discussions and details

Discussion D1 If until time t = !−
1

 sufficient excitation is 
applied to the system, as mentioned before, 
∃!

−
q
, !̄q,∀t ≤ #−

1
∶ 0 < !

−
q
I ≤ P−1

q
(t) ≤ !̄qI is stablished.

In the switching moment, due to reduction of stimulation 
degree and because !i almost vanish, Theorem 1 is not stab-
lished any more. So a correlation happens in vector of 
regressors in t = !1 . Hence, the identifier must decrease the 
number of model parameters. By removing dependent 

(19)

P−1
q
(t) =

t

∫
0

exp
(
−!q(t − ")

)
Φq(")Φ

T
q
(")d" t ≤ "1, 1 ≤ q ≤ N

variable from vector Φi(t) and turning it into Φ′
i
(t) for !1 ≤ t , 

equation Φ′T
i
(t)Ψi = 0, !1 ≤ t ≤ !2  has no non-zero answer.

It is concluded from Eq. (20) that ∃!′

i
, !̄

′

i
, #1 ≤ ∀t ≤ #2 ∶

0 < !
′

i
I ≤ P

′−1
i

(t) ≤ !̄
′

i
I . Based on A1, the other channels 

remain sufficient PE.

Discussion D2 In the above theorem, A3 was assumed. The 
switch time is defined based on when !i tends to zero, which 
in fact depends on the processor machine and its condition 
number. So despite A3, there might be a delay between 
changing the stimulation degree and switching time in set-
ting up the algorithm. In this interval, the closed-loop system 
may run toward instability or identified parameters may get 
farther from their real values. Hence, it is important to 
observe the condition of the closed-loop system and param-
eter !i in order to reduce this delay.

Discussion D3 The stability of closed-loop system has been 
proven before and after switching time t = !1 , but more 
important problem happens during the switching time. The 
changes have been made to vectors !′T

i
 , y

−
ik

 and matrix P′

i
 

from t = !−
1

 to t = !+
1

 should be studied in detail. In this sec-
tion, it is not necessary for parameters of the model to have 
converged to their real values before model reduction, but 
we should estimate ΨT

i
 close to its original value. Any sud-

den changes in system inputs can cause disturbances in the 
system condition. In the switching time, variation of control 
input signals may result in system instability. In order to 
switch the model, the dependent variable is removed; nev-
ertheless, the sliding variable described as si = Λ!i

T ỹ
−
i

 does 

not change because Λ!i and ỹ
−
i

 are relevant to the system, not 

the identified model. So during switching, vectors Γâ and 
B̂

′−1 are only parts which can affect on control input signals. 
The ith element of Γâ changes from âT

i
y
−
i

 to â ′kT

i
y
−
ik

.

(20)
P

′−1
i

(t) =
t∫
0
exp

(
−!i(t − ")

)
Φ

′

i
(")Φ

′T
i
(")d" "1 ≤ t ≤ "2

(21)

âT
i
(t)y

−
i

=

ni−1∑
l=0

âi(l+1 )(t)y
[l]= âiniy

[ni−1]
i

+⋯

+ âi(m+1 )y
[m]
i

+⋯ + âi(k+1 )y
[k]
i

+⋯ + âi1 y, t < "1

â
′kT
i

(t)y
−
ik

=

ni−1∑
l=0,l≠k

a
′

i(l+1 )
(t)y[l]= â

′

ini
y
[ni−1]
i

+⋯

+
(
âi(m+1 ) + âi(k+1 )ci(m+1 )

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

â
′

i(m+1 )

y[m]
i

+⋯ + â
′

i1
y, "1 ≤ t ≤ "2
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Considering Eq.  (21), it is obvious that by choosing 
â

′

i(m+1)

(
"1
)
← âi(m+1)

(
"1
)
+ âi(k+1)

(
"1
)
ci(m+1) two inner prod-

ucts become equivalent. On the contrary, the identifier 
doesn’t change elements of B̂′−1 in the switching moment 
and lets them converge to their real values, asymptotically. 
Also in the switching moment, the column and row Pi(k+1) 
should be removed, where Pi(l+1) denotes the row (or the 
column) of the matrix Pi(t) related to âi(l+1) . By imposing 
mentioned variations, no impulses are exerted to closed-loop 
system during model reduction.

Discussion D4 Based on the previous discussion, it is neces-
sary to observe the behavior of ΨT

i
(t), especially in the 

switching time. In fact, while this vector remains constant in 
a specified interval, the linear correlation in the vector of 
regressors results in a rank deficiency. Theoretically when 
!i tends to zero, Theorem 1 is not stablished and the identi-
fier cannot track whole behaviors of the system. An interest-
ing point is the rule of the forgetting factor. As !i increases, 
the identifier finds the linear correlation faster and responses 
to the variation of stimulation degree; this happens because 
!i tends faster to zero. So it is clear that in switching time, 
the matrix P−1

i

(
t = !1

)
 has at least one non-zero null-vector. 

(As mention, we have assumed rank deficiency of one. So 
P−1
i

(
t = !1

)
 has exactly one non-zero null-vector.)

(22)

P−1
i

(
!1
)
Ni

=

!1

∫
0

exp
(
−"i

(
!1 − !

))
Φi(!)Φ

T
i
(!)d!Ni = 0

Theoretically, to stablishing Eq.  (22), the matrix 
Φi(t)Φ

T
i
(t) should have a joint null-vector for ∀t ∶ 0 ≤ t ≤ !1 . 

It is worth to mention that Φi(t)Φ
T
i
(t) has different null-vec-

tors in the interval, but due to the integration of matrices 
over time, just a joint null-vector leads to rank deficiency 
of P−1

i

(
t = !1

)
 . This null-vector is the same as null-vector 

of P−1
i

(
t = !1

)
.

So if Eq.  (23) is stablished for a non-zero vector, 
ΦT

i

(
t = !1

)
Ψi = 0 is stablished in switching time too. Hence, 

null-vector Ni , obtained from Eq. (22), is a good estimation 
for correlation vector Ψi . The parameter ci(m+1) is calculated 
based on this vector and the mentioned targets of evolving 
in the D3 are fulfilled.

Based on D2, there is a time difference between the vari-
ation of stimulation degree and nullity of P−1

i
 ; the identifier 

needs to switch the model before mentioned instabilities 
happen. Above method is not applicable for detecting vari-
ations of stimulation degree (Eq. (22) doesn’t have any valid 
solutions before the nullity of P−1

i
 happens.) To fix this prob-

lem, a method is proposed which defines a limitation on the 
condition number of P−1

i
 and detect the switching moment. 

In another word, by detecting ill-condition of the covariance 
matrix, variation of stimulation degree can easily be 
detected, no needed for the nullity of covariance matrix. By 
singular value decomposition (SDV) of Pi

−1 = UΣV∗ in the 
switching moment, the deficiency relation is obtained. The 
column of V  , related to !i , is a good estimation of Ψi . In the 
case of noisy regressors in matrix Φi or variant parameters 
of Ψi , the proposed method is more robust and leads to an 
efficient switching time.

(23)Φi(t)Φ
T
i
(t)Ni = 0, t ∈

[
t1 , !1

]
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3  Simulation

In this part, we consider ELM and its effects on the identi-
fication procedure. A controllable linear MIMO system is 
studied under weak stimulations.

In Fig. 2, it is shown that Algorithm 1 under sufficient 
excitations is able to identify the system in Eq. (25), suc-
cessfully. The dynamic rank of the second channel is 3 and 
the model needs stimulation degree of 3 to be identified per-
fectly. Therefore in second channel, 2-sinusoidal signal with 
stimulation degree of 4 is sufficient and stablishes conditions 
of Theorem 1. Details of this simulation are listed in Table 1.

In the following, a sinusoidal signal is selected as the 
desired signal for each channel. Hence, the first channel is 
sufficiently excited due to its dynamic rank of 2. This time 

(25)

H(S) =

[
1.7856

S
2−1.0486 S+0.4256

−0.2567

S
2−1.0486 S+0.4256

0.0533

S
3−1.0635 S

2−2.5088 S−0.6607

1.3986

S
3−1.0635 S

2−2.5088 S−0.6607

]

2×2

by applying yr2(t) = 0.9 sin 1.1t to the second channel and 
without model reduction, identified parameters are getting 
away from their real values and become swingy, as it is 
demonstrated in Fig. 3. The other details of this simulation 
are shown in Table 1. Hanging on this situation, condition 
number of P−1

2
 is increasing intensely and stability of closed-

system will be jeopardized.
To solve above problem, Algorithm 2 is applied with 

model reduction and results are demonstrated in Fig. 4.
According to D2, the time of switching of the model is 

obtained based on specified max limit of condition number 
of P−1

2
 . Choosing this limitation, switching time would be 

before vanishing !
−
2
 . (To prevent any instabilities and control 

problems, as it is clearly seen in Fig. 5, this max limit sets 
to 6000 in the simulation. So the system gets enough time to 
react against weak stimulations.) The identifier chooses 3rd 
regressor 

(
y[2]
2

)
 of second channel and removes (Based on 

(a)

(b)

(c)

Fig. 2  Simulation 1: identification and control of the system under sufficient excitation. a Output and desired output signals. b The identified 
denominator parameters. c The identified nominator parameters
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nullity vector) it. Then, another model with floating rank of 
two fits second channel.

After switching moment, identified R-OM on channel 2, 
input 2, is obtained as Ĥ′

22
(S) =

1.3985

S
3−2.5072 S+0.6169

, while 

before switching, the model on channel 2 was identified as 
Ĥ22(S) =

1.3985

S3−1.0079 S
2−2.5072 S−0.5926

.
The way of obtaining nullity vector is based on D4. 

After removing 3rd regressor, identified parameters of new 
model are initiated based on D3. The parameter C21 (from 

Table 1  Details of Simulation1 
including initial value, control 
parameters, desired signals and 
sampling period

Real parameters Initial guess of parameters

aT
1
= [1.0486, − 0.4256] âT

1
= [0 0], âT

2
= [0 0 0]

aT
2
= [1.0635, 2.5088, 0.6607] b̂T

1
= [0 1], b̂T

2
= [1 0]

bT
1
= [−0.2567, 1.7856],  bT2 = [1.3986, 0.0533] P1(0) = 100 I4 , P2(0) = 100 I5

Control parameters Sampling period

!1 = 1 , !2 = 1 dt = 0.001

!1 = 1 , !2 = 1 Desired tracking signals
!1 = 0.01 , !2 = 0.01 yr1 (t) = 1.2 sin 0.9t

! =

[
5 0
0 5

]
yr2 (t) = 0.9 sin 1.1t + 0.8 sin 0.7t

(a)

(b)

(c)

Fig. 3  Simulation 2: identification and control of the system under weak stimulation without model reduction. a Output and desired output sig-
nals. b The identified denominator parameters. c The identified nominator parameters
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second channel and added to first regressor) is calculated 
about − 1.22; other parameters are negligible. After initiat-
ing identified vector â′

2
 and matrix P′

2
 in switching moment 

!1 = 19.272 , identification procedure is carried on.
It is demonstrated in Fig. 4 that based on Theorem 1′, 

identified R-OM parameters converge to their values (The 

characteristic equation of R-OM for second channel is cal-
culated as S3 − 2.5088 S + 0.6261 , so identified parameters 
of second channel converge asymptotically to these values.) 
and none of input signals, output signals, or basic system 
parameters like Si happens to discontinue. Since stimula-
tion of second channel is rich now (1-sinusoidal signal can 
adequately excite R-OM with floating rank of two.), the 
identifier does not switch the model anymore and it is cho-
sen as the best model fits to second channel, in presence of 
these excitation signals. Also, during these switching pro-
cedures, first channel with its basic model keeps tracking 
its parameters.

In Simulation 4, we study more complicated conditions: 
behavior of Algorithm 2 under very weak stimulations. 
The same basic system is studied, but two constant signals 
( yr1(t) = 0.9 and yr2 (t) = 1.1 ) are chosen as desired signals. 
Both channels are excited by weak stimulations and need 
model-evolving. Table 1 contains the other details of this 
simulation.

Switching 
Moment

(a)

(b)

(c)

Fig. 4  Simulation 3: identification and control of the system under weak stimulation with model reduction. a Output and desired output signals. 
b The identified denominator parameters. c The identified nominator parameters

Fig. 5  Simulation 3: the status of condition numbers of P−1
1

 and P−1
2

 
during identification
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It is demonstrated in Fig. 6 that channel one has been 
switched once. Then, second channel is imposed model 
reduction, twice. In Fig. 6 at each step, the characteristic 
equation of each channel and the models fitting on channels’ 
behavior are shown. Also in Fig. 7, the nullity vector of 
the covariance matrix for each output channel in switching 
moment are demonstrated. In this simulation, limitation of 
condition number for covariance matrices is chosen to be 
15,000.

By model switching, the identifier can track model 
parameters and fits suitable models on system behaviors 
in spite of constant desired signals. It is obvious that by 
multi-times switching and considering correlations between 

Δ ( = 31.813 ) =

+ 0.4223

( = 31.813 ) =

− 0.9831 + 0.4223

Δ ( = 43.374 ) =

−1.0038 − 2.4817

Δ ( = 49.538 ) =

− 0.8495 − 0.6616

( = 49.538 ) =

− 0.6616

(a)

(b)

(c)

Fig. 6  Simulation 2: the identified denominator parameters and characteristic equations of channels under weak stimulation

Fig. 7  Simulation 4: the status of condition numbers of P−1
1

 and P−1
2

 
during identification
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regressors, both controlling output signals and identifying 
model parameters are carried on.

In Simulation 4, the multi-times switching procedures can 
be briefed as one-time switching for each channel. There-
fore, we should extract all correlation and deficiency rela-
tions at once for each channel. In this case, vector Ψ2 has 
two non-zero answers each defines a correlation between 
input–output regressors. It is concluded that by choos-
ing appropriate strategy while switching, no impulses are 
applied to the system during identification.

4  Conclusion and future works

The closed loop identification and control of a MIMO lin-
ear system under weak stimulation were investigated. Under 
weak stimulation of the system, by dropping out some input 
or output correlated variables, an equivalent reduced order 
model of the original system was appeared, where the sys-
tem was identifying as an evolving linear model. Using SMC 
strategy and defining adaptation rules for parameters of the 
model, it was shown that the tracking errors converged to 
zero and the stability of the system was guaranteed. Also, 
the convergence of the parameters to their true values was 
studied and discussed.

When excitation order of user-defined signals was low, 
identification of the basic model turned into partially iden-
tification of system behaviors. By using linear models called 
R-OMs, important behaviors of the system were still fol-
lowed. Also, convergence of the R-OM parameters to their 
real values and stability of the closed-loop system with this 
R-OM was guaranteed. Given different simulations showed 
clearly the proposed closed loop identification approach 
works under weak stimulation of a MIMO linear system.

The proposed schemes were restricted to linear systems. 
To extend for more robotic plants, nonlinearities of a system 
should be handled. In authors’ view, fuzzy evolving models 
can be a suitable solution. Convergence of parameters and 
tracking of outputs for a single model have been guaranteed 
in this paper. Giving guarantee for the stability of the closed-
loop system with fuzzy models is the future challenge for 

parameters on the sufficiently excitation of channels. By 
increasing the variation of parameters over time, the degree 
of persistent excitation needed for perfect tracking is increas-
ing, which makes the possibility of sufficiently excitation 
much difficult. Extending the current structure to handle this 
problem is another future challenge for authors.

Appendix a

Theorem 1 Regarding to the MIMO system described in 
Eq. (1) and based on A2, identification of the basic model 
is guaranteed. Also, the closed-loop system remains stable 
during identification procedures.

Proof Consider following positive definite Lyapunov func-
tion including the sliding vector and parameters estimation 
errors (PEEs):

where

Regarding to the differential equations in Eq. (2), the 
derivative of the Lyapunov function, formulated in Eq. (26), 
is computed as follows:

Or

By substituting the derivative of sliding vector from 
Eq. (14), the following formula is obtained:

Equation (30) can be written in summation format as 
follows:

(26)V(t) =
1

2

[
STS+

N∑
q=1

"̃T
q
(t)P−1

q
(t)"̃q(t)

]

(27)"̃T
q
(t) =

[
ãT
q
, b̃T

q

]

(28)

V̇(t) =
1

2

[
2STṠ+ 2

N∑
q=1

̃̇#T
q
(t)P−1

q
(t)#̃q(t) +

N∑
q=1

#̃T
q
(t)Ṗ−1

q
(t)#̃q(t)

]

(29)

V̇(t) =
1

2

[
2STṠ− 2

N∑
q=1

̂̇#T
q
(t)P−1

q
(t)#̃q(t) +

N∑
q=1

#̃T
q
(t)Ṗ−1

q
(t)#̃q(t)

]

(30)V̇(t) =
1

2

⎡
⎢
⎢
⎢⎣
−2 ST

⎡
⎢
⎢⎣

b̃T
1

⋮

b̃T
N

⎤
⎥
⎥⎦
ũ + 2 ST

⎡
⎢
⎢
⎢⎣

ãT
1
y
−
1

⋮

ãT
N
y
−
N

⎤
⎥
⎥
⎥⎦
− 2

N∑
q=1

̂̇$T
q
(t)P−1

q
(t)$̃q(t) +

N∑
q=1

$̃T
q
(t)Ṗ−1

q
(t)$̃q(t)

⎤
⎥
⎥
⎥⎦
− STB% sign(S).

authors. Another interesting point that authors demonstrated 
during simulations is the effect of variation of the system 
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According to the design parameter, following inequality 
can be obtained:

Now, by using the given adaptation rules in Eq. (24), it 
is concluded that:

By choosing !q > 1

2
 , !q > 0 and according to A2:

(31)

V̇(t) =

N∑
q=1

(
sq

[
y
−

T

q

,− û
−

T

]
−
[
̂̇aT
q
(t), ̂̇bT

q
(t)
]
P−1
q
(t)

)
$̃q(t)

+
1

2

N∑
q=1

$̃T
q
(t)Ṗ−1

q
(t)$̃q(t) −

N∑
q=1

(
%q

N∑
j=1

bqjsq sign
(
sj
)
)
.

(32)

V̇(t) ≤
N∑
i=1

(
sq

[
y
−

T

q

, − û
−

T

]
−
[
̂̇aT
q
(t), ̂̇bT

q
(t)
]
P−1
q
(t)

)
$̃q(t)

+
1

2

N∑
q=1

$̂T
q
(t)Ṗ−1

q
(t)$̃q(t)

−
∑N

q=1

|||%q
|||
|||sq

|||
(|||bqq

||| −
∑N

j=1,j≠q
|||bqj

|||
)
.

(33)

V̇(t) ≤ −
1

2

N∑
q=1

"q$̃
T
q
(t)P−1

q
(t)$̃q(t)

−

N∑
q=1

(
%q −

1

2

)
$̃T
q
(t)Φq(t)Φq

T (t)$̃q(t)

−

N∑
q=1

|||&q
|||
|||sq

|||

(
|||bqq

||| −
N∑

j=1,j≠q
|||bqj

|||

)
.

(34)

V̇(t) ≤ −
1

2

N∑
q=1

"q$̃
T
q
(t)P−1

q
(t)$̃q(t)

−

N∑
q=1

(
%q −

1

2

)
$̃T
q
(t)Φq(t)Φq

T (t)$̃q(t)

−

N∑
q=1

|||&q
|||
|||bqq

|||
|||sq

|||.

Finally, it is concluded that:

The derivative of Lyapunov function remains negative 
definite for PEE and the sliding vector. Hence, based on the 
Lyapunov theory, W3

(||S||, ||"̃||) → 0, asymptotically. As 
the result, estimated parameters of the basic model converge 
to their true values and output signals converge asymptoti-
cally to their corresponding desired signals.

Appendix b

Theorem 1′ After switching, by using the model formu-
lated as Eq. (9), the closed-loop system under identification 
remains stable. Assumptions A1, A2, A3 are stablished in 
this theorem.

The Lyapunov function stated in Eq. (15) is suitable for 
proving this theorem. Besides the system energy in sliding 
surfaces, it shows the energy of the identification error of 
R-OM in the input–output space. So the derivative of this 
function should be negative definite in order to vanish iden-
tification errors.

By substitution of the derivative of the sliding vector in 
Eq. (14), it is calculated:

(35)

V̇(t) ≤ −W3

(||S||, ||#̃||) = −
(
1

2
a$

−
||#̃||2 + %||S||

)
< 0

0 < a = min
∀q=1,⋯,N

&q, 0 < % = min
∀q=1,⋯,N

(|||'q
|||
|||bqq

|||
)
.
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⎥
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⎥
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By imposing adaptation rules and doing some calcula-
tions, it can be calculated:

The whole calculations and steps of proof are the same as 
“Appendix a”. Even if !2 is finite and identifier cannot con-
verges to real parameters, but still the energy of the sliding 
surfaces decreases and the closed-loop system remains sta-
ble. It is also concluded if !2 is far enough from the switch-
ing moment, parameters of identified R-OM can converge 
to their basic values in R-OM.
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Fault detection and diagnosis of a
12-cylinder trainset diesel engine based
on vibration signature analysis and
neural network

Alireza Zabihi-Hesari1, Saeed Ansari-Rad2, Farzad A Shirazi1

and Moosa Ayati1

Abstract
This paper presents a condition monitoring and combustion fault detection technique for a 12-cylinder 588 kW trainset
diesel engine based on vibration signature analysis using fast Fourier transform, discrete wavelet transform, and artificial
neural network. Most of the conventional fault diagnosis techniques in diesel engines are mainly based on analyzing the
difference of vibration signals amplitude in the time domain or frequency spectrum. Unfortunately, for complex engines,
the time- or frequency-domain approaches do not provide appropriate features solely. In the present study, vibration
signals are captured from both intake manifold and cylinder heads of the engine and were analyzed in time-, frequency-,
and time–frequency domains. In addition, experimental data of a 12-cylinder 588 kW diesel engine (of a trainset) are
captured and the proposed method is verified via these data. Results show that power spectra of vibration signals in the
low-frequency range reliably distinguish between normal and faulty conditions. However, they cannot identify the fault
location. Hence, a feature extraction method based on discrete wavelet transform and energy spectrum is proposed. The
extracted features from discrete wavelet transform are used as inputs in a neural network for classification purposes
according to the location of sensors and faults. The experimental results verified that vibration signals acquired from
intake manifold have more potential in fault detection. In addition, the capacity of discrete wavelet transform and artificial
neural network in detection and diagnosis of faulty cylinders subjected to the abnormal fuel injection was revealed in a
complex diesel engine. Beside condition monitoring of the engine, a two-step fault detection method is proposed, which
is more reliable than other one-step methods for complex engines. The average condition monitoring performance is
from 93.89% up to 99.17%, based on fault location and sensor placement, and the minimum classification performance is
98.34%.
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Introduction

Diesel engines are the heart of countless equipment
including vehicles, trains, ships, and agricultural
machinery. In order to maintain the overall efficiency,
it is imperative to keep the engine in the best working
conditions by using the condition-based maintenance
strategies for detection and diagnosis of incipient
faults.1 Consequently, before any serious problem in
main parts of the machinery, damaged components
are replaced due to the predictability provided by
the condition monitoring system.

Several types of signals can be measured for moni-
toring purposes including pressure,2 rotational angle
speed,3 temperature,4 fuel and oil quality,5–7 and

vibration.8–10 Vibration monitoring is a reliable
method for detecting machine abnormality, consider-
ing the fact that different faults especially those
related to combustion are the source of vibration.11

The conventional vibration-based fault diagnosis
techniques were focused on the amplitude difference
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in the time domain or frequency domain to detect
different types of fault conditions. For example, fast
Fourier transform (FFT) transfers test results from
the time domain to the frequency domain.
Meanwhile, the time–frequency techniques such as
short-time Fourier transform,12 time-average ana-
lysis,13 Winger–Ville distribution,5,14 continuous
wavelet transform (CWT),15 and discrete wavelet
transform (DWT)16 have been widely developed to
analyze the vibration signals in both the time and fre-
quency domains.

Vibration signal analyses using aforementioned
approaches have been widely used for fault detection
of diesel engines. For instance, Geng and Chen17

introduced a fast wavelet-packet decomposition and
reconstruction algorithm in order to measure and
extract the piston slap-induced vibration in a diesel
engine. Teraguchi et al.18 investigated the influence
of oil film between piston rings and cylinder walls
on the induced vibration. A number of studies have
been done to investigate the impact of different com-
bustion factors on the engine block vibrations.11,19–21

Carlucci et al.20 investigated the correlation between
injection parameter variation and block vibration of a
diesel engine using two accelerometers on two differ-
ent zones on the engine block. Both classical Fourier
analysis and time–frequency analysis were exploited
to identify the degree of correlation between in-cylin-
der pressure and vibration signals. Shirazi et al.22

investigated the application of DWT in combustion
failure detection of a four-cylinder internal combus-
tion (IC) engine. Authors demonstrated the proof of
concept of using DWT in detection and diagnosis of
combustion failures in IC engines.

In diesel engines, an important source of noise and
vibration is the injection system especially the seating
of the injector needle and check valve. Valve train
system also plays an important role in the combustion
process. However, it is most likely to suffer from
faults, inter alia, abnormal valve clearance and gas
leakage from valves.23 Measuring vibration and
acoustic signals as nonintrusive methods is used to
detect and overcome such problems at an early stage
in order to avoid extremely severe faults.

Liu et al.24 proposed a simple diagnostic technique
combining partial sampling with future averaging
(PSFA) for detection of abnormal valve clearance and
combustion gas leakage. They measured the vibration
signals of a four-cylinder diesel engine by installing four
accelerometers on the cylinder head of the engine. The
intake valve clearance of cylinder 1 was set to 0.15, 0.6,
0.9, 1.2, and 1.5mm with a normal clearance of 0.3mm.
They presented tables of feature measurements for vari-
ous fault levels. Jiang et al.25 utilized a two-load acous-
tic approach for a four-cylinder diesel engine using two
pressure sensors mounted on its exhaust system.
Reduced injection pressure and increased valve clear-
ance on one of the engine cylinders were detected by
analyzing the pressure waveforms. Wang et al.26

induced valve clearance faults on one cylinder of a
four-cylinder diesel engine. A probabilistic neural net-
work was used to classify the Winger–Ville distributions
(WVD) of vibration acceleration signals. For eight
combinations of normal and faulty cases of intake
and exhaust valves a classification accuracy of 96%
was obtained. Flett et al.27 proposed a vibration-
based method for detection and diagnosis of diesel
ICE valve train faults requiring only one accelerometer.
Deformed valve spring and abnormal valve clearance
faults accurately were detected and classified using the
naı ¨ ve–Bayes classification method. For the spring faults
occurring on individual valves the lowest detection
accuracy and classification accuracy were both found
to be 99.5%. The detection accuracy and classification
accuracy for multiple faults occurring simultaneously
were obtained to be 99.5% and 92.45%, respectively.

Even though the literature on fault detection and
diagnosis methods is copious, relatively few papers
have addressed the problem of abnormal fuel injec-
tion in diesel engines. In addition, the literature suffers
from a lack of papers in which sophisticated engines
with more than six cylinders are investigated. As
the number of cylinders increases in diesel engines,
the fault detection and diagnosis process based
on the vibration signals becomes more complicated.

The basic aim of this paper is to present a novel
fault detection method for a diesel engine based on
analyzing the experimental data. The contribution is
about how to use DWTs and ANNs as a tool to ana-
lyze a diesel engine with 12 cylinders. None of the pre-
vious studies mentioned about this kind of engines, but
here time-, frequency-, and time–frequency-domain
analyses are carried out to analyze the vibration sig-
nals. First, power spectral density (PSD) of vibration
signals in low-frequency range is calculated and used to
distinguish between faulty and normal engine.
Nevertheless, the fault location (faulty cylinder)
cannot be determined by this approach. In the next
step, the engine vibration signals captured from the
intake manifold and cylinder heads are pre-processed
to obtain the different sub-band features by DWT. The
fault features are clearly observed by energy spectrum.
Finally, ANN is utilized to complete the fault detection
process and classify it based on the location of the fault
and sensor placement. The remainder of the paper is
organized as follows. The test bed and signal acquisi-
tion process are described in the upcoming section.
Next, signal processing methods are presented and
ANN analysis is described. Subsequent section
describes the classification and fault detection proced-
ure. Finally, conclusions are provided.

Experimental setup

Diesel engine and data acquisition system

The experimental tests were carried out on a
12-cylinder, D 2842 LE 602 diesel engine, which is
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commonly used in trainsets. The engine is a
V-shaped, 4-stroke diesel engine with turbocharger
and intercooler. The engine specifications are given
in Table 1. All experiments were done at zero-load
and a constant speed of 600 r/min. Vibration pickup
was carried out by two DJB2784 accelerometers
mounted on both intake manifold and cylinder
heads. The accelerometers on the cylinder heads
and intake manifold were firmly fixed by magnets
and wax, respectively. In order to indicate the
engine speed, a tachometer pointing to a reflective
tape on the crankshaft pulley was utilized. Since
the engine is a 4-stroke type, two complete crank-
shaft revolutions (720!) represents a full thermo-
dynamic cycle. The vibration signals, measured by
accelerometers, and tachometer signals were trans-
ferred through cables into a data logger/analyzer
and then to the computer for further analysis. The

Bruel & Kajer-PULSE LabShop software version
12.5.1 was used in the course of data acquisition.
The instrumented engine and the numbering of cylin-
ders are illustrated in Figure 1.

Combustion failure may be the result of the mal-
function in one or more cylinders. In order to test our
proposed approach in fault detection, faulty condi-
tions must be experimentally simulated on the
engine. In this work, the fuel valve of cylinders
was opened to let the fuel partially enter the
combustion chamber. Therefore, the combustion fail-
ure was modeled by disabling fuel valve of known
cylinders.

Signal acquisition

Vibration signals were obtained using two accelerom-
eters mounted on either intake manifold or cylinder

Cylinder numbering 12-cylinder diesel engine  

Vibration sensors
fixed by wax on the
intake manifold   

Vibration sensors
fixed by magnets
on cylinder heads    

Figure 1. The instrumented engine and cylinder numbering.

Table 1. Engine specifications.

Diesel V 90!

Cycle 4-stroke diesel with turbocharger and intercooler

Number of cylinders 12

Compression ratio 16.5:1

Bore 128 mm

Stroke 142 mm

Engine capacity 21,930 cm3

Direction of rotation viewed on flywheel Anti-clockwise

Firing order 1-12-5-8-3-10-6-7-2-11-4-9

Firing interval 120!

Power based on DIN ISO 3046 588 kW at 2100 r/min

Zabihi-Hesari et al. 3



heads in two separate phases. Vibration data were
collected using a four-channel data logger with a sam-
pling frequency of 3.2 kHz and the span of 8.192 kHz.
Each data set comprised 2 s of vibration signals with
16,384 data points. Using tachometer pulses, the
engine vibration signals were split into segments
with an equal length of 0.2 s corresponding to two
of crankshaft revolutions (a complete thermodynamic
cycle). Throughout the data acquisition process,
the engine speed was set at 600 r/min (10Hz) with
zero load.

A few tests with higher sampling frequencies were
also performed and results proved that the sampling
frequency of 3.2 kHz is appropriate. By choosing
aforementioned sampling frequency and consequently
the span of 8.192 kHz, suitable information of
vibration signals for condition monitoring and fault
detection procedure were obtained. In fact, different
faults became discriminable with these chosen
frequencies.

In addition, to study the effect of load on the fault
detection method, some tests were conducted. The
data were obtained from the engine with a generator
load and the speed of engine was set at 950 r/min. The
process of signal acquisition and signal processing in
this work is briefly shown in Figure 2.

Signal analysis

Time-domain analysis

A complete thermodynamic cycle for all cylinders
takes 720! of revolution of the crankshaft (0.2 s at
600 r/min engine speed). According to the firing
order of the engine, the combustion of each pair of
cylinders (C12–C7, C1–C6, C9–C10, C2–C5, C8–C11,
and C3–C4) occurs with 120! interval. According to
the fundamentals of IC engine,23 there are five main

impact forces that cause vibrations on the cylinder
head, which are propagated to the intake manifold
as well: intake valve closing (IVC), intake valve open-
ing (IVO), exhaust valve closing (EVC), exhaust valve
opening (EVO), and in-cylinder combustion pressure.
Based on the datasheet of the engine, the theoretical
valve timing for cylinder 1 is shown in Figure 3(a). If
all cylinders are considered, as shown in Figure 3(b),
the timing of main events including fuel injection (FI)
and valve timings are closely located and very
complicated.

The impact of fuel obstruction is more conspicuous
in the fuel injection signal. After opening a fuel valve
and implementing the faulty condition, the fuel injec-
tion signal of the faulty cylinder will be weakened and
vibration signal of the engine changes. The vibration
signal of the mounted sensor on the intake manifold
in the vicinity of the cylinder 11 (M11) in the healthy
condition and also when cylinder 5 is faulty, are illu-
strated in Figure 4. The part of the vibration signal,
which represents fuel injection phenomenon in a
faulty situation is weakened although it is not com-
pletely eliminated due to the fuel injection of cylinder
8, which simultaneously occurs with cylinder 5. Even
though the fault changes the vibration signal, it is
not easily clarified in the time domain and more
inter alia, frequency-, and time–frequency-domain
analyses are required to interpret the changes caused
by the faults.

As it is shown in Figure 3(b) for a crank angle
interval of 720!, in addition to six large peaks, other
small peaks are expected in the vibration signal. This
pattern (composed of a large peak and three small
peaks) is repeated six times in this interval, so theor-
etically the frequency of this pattern becomes 30 Hz as
it is clear in Figure 5. In Figure 4(a), it is obvious that
the pattern repeated six times during the mentioned
interval.

Figure 2. Schematic of data acquisition and signal processing system.
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Frequency-domain analysis

The auto-spectrum of a vibration signal is defined as28

Pxx fð Þ ¼ X fð ÞX% fð Þ ¼ X fð Þ
!! !!2 ð1Þ

where, X fð Þ refers to the FFT of the vibration signal,
f is the frequency variable, and % is the conjugate
operator. Dividing Pxx fð Þ by the sampling frequency
(fs) results in the power spectral density (PSD) of the
signal assuming a uniform windowing

PSD ¼ Pxx fð Þ
fs

ð2Þ

The PSD of vibration signals from different loca-
tions on the intake manifold are depicted in Figure 5.
For a healthy engine (a, b, and c), the power spectrum
of vibration signals has the same pattern for different
locations on the intake manifold. In this case, there
are two peaks in the PSD of vibration signals in fre-
quencies of 10 Hz and 30 Hz, which refer to the engine
speed (600 r/min) and the simultaneous combustion of
a pair of cylinders in two complete revolutions of the
crankshaft, respectively. The frequency-domain ana-
lysis has been done in a low-frequency interval of
0–180 Hz since it is more likely to distinguish between
faulty and healthy conditions compared to a high-fre-
quency range. Comparing healthy and faulty engine
PSDs, it is concluded that in faulty conditions (d, e,
and f) new peaks appeared between 10Hz and 30Hz
in the frequencies of 15 Hz and 20 Hz. Similar results
are demonstrated for the engine with generator load;
but because of the different engine speed, the peaks
resulted from faults happened in other frequencies
(see Figure 6).

Based on FFT analysis and PSD of the vibration
signals, we are able to distinguish between faulty and

healthy conditions; however, further time–frequency-
domain analyses is presented in the following subsec-
tion to complete the fault detection and diagnosis
process.

Time–frequency-domain analysis

Wavelet-based feature extraction provides multi-reso-
lution analysis in the time–frequency domain for
easier detection of abnormal vibration signals.29

Hence, in this section wavelet-based feature extraction
is used to analyze the vibration signals. The mathem-
atics of wavelet transform is found in Burrus et al.30

and Wu et al.31 A continuous wavelet transform
(CWT) is defined by the following equation, which
comprises time and frequency information
simultaneously

CWT a, bð Þ ¼ 1

aj j

Z 1

&1
X tð Þ % t& b

a

" #
dt ð3Þ

where a is the scale parameter, b represents the trans-
lation parameter,  represents the basic or ‘‘mother’’
wavelet, and  % is the complex conjugate of  . In
CWT, different scales are used to analyze the signal
and represent various frequency bands. Consequently,
the signal generates a large number of wavelet coeffi-
cients with every possible scale. Therefore, a and b
adopt the dyadic scale and translation to reduce com-
putation wavelet coefficients and computation time.
This method is called DWT and it is defined as

DWT j, kð Þ ¼ 1ffiffiffiffi
2j
p

Z 1

&1
X tð Þ % t& 2jk

2j

" #
dt ð4Þ

where a and b are replaced by 2j and 2jk, respect-
ively.22 Passing through two complementary filters,
the original signal emerges as low-frequency

Figure 3. Theoretical occurrence of intake and exhaust valve opening and closing, and fuel injection of a D 2842 LE 602 diesel
engine: (a) for C12 and (b) for all cylinders.
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Figure 4. Vibration signal obtained from intake manifold in the vicinity of cylinder 11 (M11) for a single engine cycle: (a) healthy
condition and (b) when cylinder 5 is faulty.

Figure 5. PSD of engine vibrations of the intake manifold: (a) in the vicinity of cylinder 1 for healthy condition, (b) in the vicinity of
cylinder 3 for healthy condition, (c) in the vicinity of cylinder 8 for healthy condition, (d) in the vicinity of cylinder 1 when cylinder 5 is
faulty, (e) in the vicinity of cylinder 3 when cylinder 5 is faulty, (f) in the vicinity of cylinder 1 when cylinder 4 is faulty.
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(approximations (A’s)) and high-frequency (details
(D’s)) signals. Hence, the signal X tð Þ is written as

X tð Þ ¼ Aj þ
X

j4J

Dj ð5Þ

where Aj and Dj are the approximation and the detail
coefficients of jth level. The process of decomposition
of the signal into Jth level is shown in Figure 7. The
decomposed signal is assembled back into the original
signal throughout the reconstruction process, which
consists of up-sampling and reconstruction filters as
shown in Figure 8. Up-sampling is the process of
extending signal components by inserting zeros
between decomposition coefficients. The length of
signal in each decomposition level is equal to the ori-
ginal signal after the reconstruction process. Although
the DWT can improve the shortcomings of the CWT,
it is still hard to find the fault conditions accuracy
visually or by classifier since through the reconstruc-
tion process a large number of the signal features will
be produced. The solution of this problem is energy

spectrum, which is based on Parseval’s energy the-
orem32 and is expressed as

XN&1

t¼0
X tð Þ
!! !!2¼ 1

N

XN&1

f¼0
X fð Þ
!! !!2 ð6Þ

where X tð Þ is a time domain signal, X fð Þ is the discrete
form of the signal after applying Fourier transform,
and N is the sampling period. By substituting equa-
tion (6) into equation (5) signal features based on
DWT and energy spectrum are achieved as

XN&1

t¼0
X tð Þ
!! !!2¼ 1

N

XN&1

f¼0
AJ fð Þ
!! !!2þ

X

j4J

1

N

XN&1

f¼0
Dj fð Þ
!! !!2

" #

ð7Þ

Daubechies wavelet. Daubechies wavelets are a family
of orthogonal wavelets that define a DWT. There is a

Figure 6. PSD of engine vibrations of the intake manifold (with load): (a) in the vicinity of cylinder 5 for healthy condition, (b) in the
vicinity of cylinder 5 when cylinder 5 is faulty, (c) in the vicinity of cylinder 4 for healthy condition, (d) in the vicinity of cylinder 6 when
cylinder 5 is faulty.

2 2 2 

: Signal 

: Detail 

: Approximation 

: Decomposition level 

2 Down-sampling  

Figure 7. Decomposition process of multi-scale analysis.31
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scaling function with each wavelet type of this class
that generates an orthogonal multiresolution ana-
lysis.33 Here, Db4 (Daubechies 4) wavelet transform
with eight layers and a filtering frequency of 4 kHz are
chosen for the next analyses. The average energy of
signals in each frequency range is calculated as a
proper feature to distinguish between different sources
of fault. The frequency features of the vibration sig-
nals are presented in Table 2.

Neural network analysis

Neural network methods have been used widely for
condition monitoring purposes. The preference of
ANN over other techniques, such as numerical meth-
ods, are complex and parallel processing using basis
functions, adaptability, ability to learn, and to be
trained.34 In this research, a multilayer perceptron
(MLP) network is used to process data features
extracted from the time–frequency-domain analysis.
As mentioned before, these features indicate the aver-
age energy of signals in each frequency range. The
feature values are mapped to the interval [&0.5, 0.5]
to avoid saturation and to increase the network
predictability.

The MLP network consists of an input layer with
nine neurons (the number of features for each data
sets), two hidden layers, and output layer; the number
of neurons in the hidden layers is found by searching
best validities. The number of output layer neurons is
equal to the number of classes, and the tangent sig-
moid is chosen as the activation functions. Training of
the MLP network is based on back propagation (BP)
algorithm.35 For test data, 20% of datasets for each
case of Tables 3, 6, 7, and 8 were selected randomly,
which improves generalization of results for any simi-
lar test.

Back propagation algorithm

The BP of errors is a supervisory training algorithm
for training a neural network. In this subsection, the

structure of the neural network and proposed BP
algorithm are described.

In Figure 9, nL is the number of layers, L is the
layer number, and the activation function is defined as
aLþ 1 ¼ f zLþ 1

% &
, where zLþ 1 ¼ wLaL þ bL, wL is the

weight matrix, bL is the bias vector, and L ¼ 1, ( ( (,
nL & 1. The overall function describing neural net-
work is h w,bð Þ xð Þ ¼ anL . l is the training coefficient of
BP; by choosing an appropriate value for l, effect of
large weights is weakened, and prevents from over-
fitting of the network.35 Based on the batch gradient
descent, weights and biases are updated as equa-
tions (8) and (9). wL

ij denotes the weights between
the ith neuron of layer L and jth neuron of layer
L þ 1. bLi denotes the bias of ith neuron of layer
L as well.

wL
ij ¼ wL

ij & !
@

@wL
ij

J w, bð Þ ð8Þ

bLi ¼ bLi & !
@

@bLi
J w, bð Þ ð9Þ

( )

 & H: Reconstruction filter  

: Up-sampling  

Figure 8. Flowchart of reconstruction process.31

Table 2. Frequency features of the extracted signals from
wavelet bank.

Extracted
signal from
wavelet bank

Beginning band
frequency (Hz)

End band
frequency (Hz)

Center of
band (Hz)

A8 0 9.76 4.833

D8 9.76 19.531 14.649

D7 19.531 39.063 29.297

D6 39.063 78.128 58.594

D5 78.128 156.25 117.188

D4 156.25 312.5 234.375

D3 312.5 625 468.75

D2 625 1250 937.5

D1 1250 2500 1875
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Following procedure is applied in order to train the
network, for each dataset ðxq, yqÞ:

Step 1: Feed-forward running of the network with
defined weights and biases.

Step 2: After calculating h w,bð Þ xqð Þ and znLi for the
output neurons by feed-forward procedure, "nLi is
obtained as

"nLi ¼
@

@znLi

1

2
kyq& h w,bð Þ x

qð Þk2 ¼ & yqi & anLi
% &

:f 0 znLi
% &

ð10Þ

Step 3: Recursive error effect is applied to
layers L ¼ nL & 1, nL & 1, ( ( (, 2, respectively by equa-
tion (11), where wL

ji is the weight from Step 1

"Li ¼
XSLþ 1

j¼1
wL
ji "

Lþ 1
j

 !

:f 0ðzLi Þ ð11Þ

Step 4: Terms @
@wL

ij
J w, b;xq, yqð Þ and @

@bLi
J w, b;ð

xq, yqÞ are calculated based on equations (12)
and (13), respectively

@

@wL
ij

J w, b;xq, yqð Þ ¼ aLi "
Lþ 1
i ð12Þ

@

@bLi
J w, b; xq, yqð Þ ¼ "Lþ 1i ð13Þ

According to equations (12) and (13), batch method
is used to calculate all @

@wL
ij
J w, b; xq, yqð Þ by the men-

tioned procedure for all the training datasets, and
then update the weights and biases based on the fol-
lowing equations

@

@wL
ij

J w, bð Þ ¼ 1

m

Xm

q¼1

@

@wL
ij

J w, b;xq, yqð Þ þ lwL
ij ð14Þ

@

@bLi
J w, bð Þ ¼ 1

m

Xm

q¼1

@

@bLi
J w, b; xq, yqð Þ ð15Þ

In the training procedure, when epoch number
crosses 1000, or network output converges to the
desired output, the stopping criterion is triggered
and training process is stopped.

Single-sensor condition monitoring

In this part, MLP ANN with two output neurons is
being used for the condition monitoring purpose
where vibration data were measured from one cylin-
der. Generally, ANNs have been employed through
condition monitoring by training of the network with
features extracted from data of both faulty and
healthy conditions. Each dataset has a flag, which
defines the condition or class it belongs to. For each

Table 3. Results obtained from running neural network for a sensory condition monitoring.

Measurement
(sensor) location

Fault
location

Condition monitoring
performance

Numbers of
neurons in first
hidden layer of ANN

Numbers of neurons
in second hidden
layer of ANN

Total training
and testing
time (s)a

M1
b C5 98.33% 1 4 908.8620

C1
b C5 100% 1 1 707.3260

M5 C5 100% 1 1 855.3686

M11 C5 97.5% 19 11 766.6893

C11 C5 98.33% 12 22 1.3059e þ 03

M2 C5 94.17% 22 1 729.9423

C2 C5 95% 42 16 725.3852

M6 C5 90% 23 13 784.0735

C6 C5 96.67% 1 5 774.0304

M12 C5 97.5% 28 1 753.4494

C12 C5 100% 1 1 695.9175

C5 C5 93% 15 5 1.3898e þ 03

aComputations are performed on a 2.2 GHz Intel Core i7 V502L laptop, programming is done in MATLAB R14.
bM1 and C1 imply that data measured on cylinder 1’s intake manifold and cylinder 1’s block, respectively.

Figure 9. Structure of the proposed neural network
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fault and sensor location, MLP ANN is trained and
the performance of the network for the test data is
calculated. This process is repeated several times and
the average of the performances (called average cor-
rect classification rate (ACCR)) is calculated and
reported in Table 3. Then, number of neurons is chan-
ged and ACCR is calculated. The optimal number of
neurons and final structure of MLP is obtained based
on these ACCRs. Validation of condition monitoring,
optimal neuron numbers and running time of net-
works are also reported in Table 3.

Mi and Ci refer to sensor location on cylinder i’s
intake manifold and cylinder i’s block, respectively.
The ‘‘total training and testing time’’ column shows
the ‘‘computational expense’’ of the ANN. Table 3
shows that increasing number of the neurons does
not necessarily leads to a better performance. For
an improved interpretation, results of Table 3 are
summarized into Tables 4 and 5 based on the faulty
side of the engine and the distance of the sensor from
the fault location, respectively. Both tables show that
condition monitoring reaches a higher average per-
formance by mounting sensors on intake manifold
rather than cylinder block.

From Table 4, setting sensor on the faulty side of
intake manifold has the best condition monitoring per-
formance. Based on Table 5, when sensor location on
intake manifold gets closer to the faulty cylinder, con-
dition monitoring performance increases; however,
results of the measured data from cylinder blocks
show better validity when the faulty side data are not
used and sensor location is far from the faulty cylinder.

Multi-sensor condition monitoring

In this section, data of simultaneous measurements of
two vibration sensors were used for condition

monitoring. Training procedure of the ANN, valid-
ation of results, and obtaining the optimal number
of neurons are similar to that described in the previ-
ous section. Validation of condition monitoring
results depends on the number of sensors attached
to the data logger and their location on the engine,
but there are practical restrictions on the number of
sensors and computational capability of the computer
used for training networks based on sensors’ data.
Therefore, the challenge is to find the appropriate
number of sensors installed on the engine and their
best location on the engine.

From the first and third rows of Table 6, augment-
ing M5 data to {M1, M11} increases the condition
monitoring performance, and the same happens for
augmenting C5 to {C1, C11}. However, augmenting
M6 data to {M2, M12} and C6 data to {C2, C12}
reduces the performance. On the other hand, in
most cases, multi-sensor performance is less than the
average performance of the same cylinders
individually.

Considering the results of the single-sensor subsec-
tion, condition monitoring reaches higher average
performance by mounting the sensor on the intake
manifolds. On the other hand, sensor mounting on
the faulty side or normal side of the engine yields
different performance of condition monitoring. Since
the faulty side is not known beforehand, sensors are
supposed to be placed on both sides to obtain reliable
condition monitoring. As a result, by putting one
sensor on each side of the engine and on the intake
manifolds, high and reliable performances are
obtained as Table 7. For instance, by setting sensor
on the intake manifold of cylinders 5 and 6, accurate
condition of the engine was predicted by chance of
98.96%, whereas performances for each of them in
the single sensor case were calculated as 100% and

Table 4. Average condition monitoring performance based on the faulty side.

Measurement (sensor)
locations Fault location

Average condition
monitoring performance Measurement location

M1–M5–M11 C5 98.61% Faulty side of engine

C1–C5–C11 C5 96.83% Faulty side of engine

M2–M6–M12 C5 93.89% Normal side of engine

C2–C6–C12 C5 97.22% Normal side of engine

Table 5. Average condition monitoring performance based on distance to the fault location.

Measurement (sensor)
location Fault location

Average condition
monitoring performance Measurement location

C1–C5 C5 96.5% Close to the faulty cylinder

M1–M5 C5 99.17% Close to the faulty cylinder

C2–C12 C5 97.5% Far from the faulty cylinder

M2–M12 C5 95.83% Far from the faulty cylinder
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90% (Table 3). In the presence of load, the condition
monitoring is still possible, but the correct prediction
percentage decreases due to disturbances and other
engine vibrations.

Classification and fault detection

Classification methods are applied when no prior
knowledge of the relation between symptoms and
faults is available. Methods such as Naı ¨ ve–Bayes
(NB) classification, ANN, decision trees (DTs),
k-nearest neighbor (k-NN),36 and linear discriminant
analysis (LDA) have been used widely for fault detec-
tion purposes. In this research, the objective is to
determine the faulty side of the engine and then
faulty cylinder with an acceptable CCR using
ANNs. Also, it is known that the number of output
neurons is equal based on the number of classes. In
this paper, ‘‘fault side detection’’ is under consider-
ation and two classes have been used that determine
whether the fault is on the left or right side of the
engine.

As mentioned earlier, Table 4 shows that the con-
dition monitoring of the engine yields better perform-
ance by placing the sensor on the faulty cylinder side
of the engine and on the intake manifold. Therefore,
for detecting the side of the faulty cylinder, sensors are
supposed to be placed on both sides of the engine. By
comparing the overall results of Tables 3 and 6, and
based on the already mentioned restrictions, the best
choice is to mount one sensor on each side of the
engine.

Table 8 shows the results of each paired sensors for
fault side detection. Based on these results, best loca-
tions for paired sensors are found and side of fault
will be determined thereafter with higher probability.
Based on Table 5, setting sensors near the faulty
places increases the capability of classification.
Therefore, specifying faulty side helps to detect the
fault location more easily.

This is a 2-step training method to detect faulty
cylinders. Since each pairs of cylinders are synchro-
nized and each side contains one of these cylinders,
finding the exact faulty cylinder based on

Table 7. Results obtained from running neural network for multi-sensory condition monitoring (sensors are set on both sides of the
engine).

Measurement
location

Fault
location

Condition monitoring
performance

Number of
neurons in the
first hidden layer

Number of
neurons in the
second hidden layer

Total training
and testing
time (s)

{M5, M6} C5 98.96% 9 16 704.6328

{M11, M6} C5 93.75% 23 7 769.9398

{M1, M6} C5 97.92% 36 17 749.3865

{M5, M2} C5 90.63% 27 29 713.8503

{M5, M12} C5 95.31% 30 4 695.5757

{M11, M2} C5 92.71% 40 6 708.2859

{M1, M12} C5 91.16% 1 3 683.1001

{M1, M2} C5 93.23% 23 23 705.3882

{M11, M12} C5 96.35% 28 23 690.2536

Table 6. Results obtained from running neural network for multi-sensory condition monitoring (sensors are set on a single side of
the engine).

Measurement
location

Fault
location

Condition monitoring
performance

Number of
neurons in the
first hidden layer

Number of
neurons in the
second hidden layer

Total training
and testing
time (s)

Peng and Yam29a C5 96.67% 40 3 849.9487

{M2, M12} C5 92.22% 29 12 793.3366

{M1, M5, M11} C5 98.15% 31 25 878.4984

{M2, M6, M12} C5 90.37% 15 6 815.7967

{C1, C11} C5 82.22% 4 28 728.2743

{C2, C12} C5 98.33% 11 22 741.0951

{C2, C6, C12} C5 94.81% 41 6 807.3773

{C1, C5, C11} C5 94.07% 11 26 855.4415

aIntegrating M1 and M11 data.

Zabihi-Hesari et al. 11



combustion signals at one step is not reliable. By
detecting the faulty side, classifying sensors’ data
on the detected side lead to a reliable detection of
the faulty cylinder location. For example, Table 8 for
faulty side detection implies right side as the faulty
one. In order to find whether faulty data of the
sensor set on a cylinder is due to the fault of that
cylinder or not, three classes are considered; The first
class represents the normal engine, second and third
classes are used to distinguish whether the sensor
location is the faulty cylinder or not, respectively.
According to Table 9, none of the first and second
classes data were misclassified, only at the worst
case, one of the data associated with fault on the
other cylinders was misclassified as the healthy one.
Therefore, by setting sensor on a cylinder of the
faulty side, the classification specifies its condition
with a high reliability. To compare between results
of all sections, C5 is selected as the faulty cylinder.
On the other hand, selecting any cylinders as the
fault location will not lead to any special change in
the overall procedure.

Conclusions

An intelligent fault detection system for a high-power
12-cylinder trainset diesel engine was developed and
implemented to pinpoint the combustion faults
resulted from abnormal fuel injection. Vibration

signals were analyzed in time-, frequency-, and
time–frequency domains. PSDs of the vibration sig-
nals were calculated and distinguished between
normal and faulty engines. Nevertheless, PSDs
cannot discriminate the faulty cylinders. Hence,
DWT was utilized to overcome the problem. The
energy spectrum not only reduced the data size of
the DWT but also easily identified the difference of
energy between normal and faulty conditions. The
db4 of Daubechies wavelets provided high diagnosis
efficiency for detection of combustion fault positions.
Eventually, an MLP network with a well-formed,
optimized structure, and remarkable accuracy was
performed capable of identifying the faulty side, and
then the faulty cylinder of the engine. The average
condition monitoring performance was obtained to
be from 93.89% up to 99.17%, based on the fault
location and sensor placement, and CA was more
than 98.34%. Therefore, this research properly veri-
fied the effectiveness of the DWT and the ANN in
detecting the abnormal transient signals and showed
that these techniques are promising for extracting
proper features, fault detection, and fault diagnosis
in complex trainset diesel engines.
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Table 8. Results obtained from running neural network for classification and fault side detection.

Measurement
location

Fault
location

Fault side detection
performance

Number of
neurons in the
first hidden layer

Number of
neurons in the
second hidden layer

Total training
and testing
time (s)

{M5, M6} C5 92.38% 3 4 689.0072

{M11, M6} C5 93.81% 35 29 718.9315

{M1, M6} C5 97.14% 31 13 805.6078

{M5, M2} C5 97.14% 16 19 825.2058

{M5, M12} C5 95.71% 5 16 742.6408

{M11, M2} C5 98.10% 37 6 712.2230

{M1, M12} C5 96.67% 33 3 728.0262

{M1, M2} C5 96.67% 11 7 650.6446

{M11, M12} C5 94.76% 2 5 663.0755

Table 9. Confusion matrix plus classification accuracy (CA) results.

Predicted class

Normal
Fault in the
measurement location

Fault in other
locations CA23 (%)

Actual class Normal 120 0 0 99.17

Fault in the measurement location 0 120 0 99.17

Fault in other locations 1 0 119 98.34
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Abstract� In closed-loop identification of unknown control 
systems, stability is a major concern. Particularly, when the 
system does not proceed with sufficient excitation. In this paper, 
a closed-loop identification strategy for Multi-Input Multi-
Output (MIMO) linear systems is intended via a robust adaptive 
control law based on Sliding Mode Control (SMC). Under both 
sufficient and insufficient excitation of the system, Evolving 
Linear Models (ELMs) are deployed to identify and control the 
system. It is explained that under insufficient excitation, linear 
correlations between input and output signals and their 
derivatives can be removed. An equivalent reduced-order model 
of the original system results which can be identified as an ELM. 
Defining the control law based on the SMC and using 
appropriate adaptation rules for parameters of the model, the 
tracking errors converge to zero and the stability of the system 
is guaranteed. Meanwhile, the parameters of the model converge 
to their true values. Simulation results demonstrate the efficacy 
of the proposed approach.  

I. INTRODUCTION 

Multi variability and instability are two known challenges 
in identification which arise mainly in MIMO systems. Many 
works have tried to address identification of closed-loop 
MIMO systems in literature.  Most of the methods 
guaranteeing closed-loop stabilities are based on Lyapunov 
theory such as the methods proposed for continuous nonlinear 
systems during identification [1-7] or the methods for discrete 
models [8] and the combination of recursive least square 
(RLS) and Lyapunov theory for discrete model identification 
[9, 10]. Only some of mentioned methods have considered 
multi-variability in their algorithms but none of them have 
guaranteed the convergence of parameters to their true values. 
On the other hand, approaches presented in [11-13]  guarantee 
the tracking of desired signals based on the Lyapunov theory 
without guaranteeing stability. Robust adaptive techniques 
have been playing an important role in identification and 
control 14-17]. For nonlinear systems, on the other hand, 
SMCs have drawn attention in recent years [18]. Some of 
these works use adaptation rules with SMC or other control 
methods tracking both desired outputs and system parameters, 
but none offers a systematic procedure that also guarantees 
convergence of parameters to their actual values and stability 
of the closed-loop system.   

Another important class of controllers in this domain are 
self-tuning regulators (STR) [19]. In indirect STR schemes, 
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the adaptive law generates online estimation of the parameters 
of the system. Due to its flexibility in choosing the controller 
design and adaptive law, indirect STRs are the most general 
class of adaptive control schemes [20]. The basic structure of 
this paper is emerged from indirect STRs: using SMC as the 
control methodology and continuous-time RLS as the 
adaptive law. In previous works, after the identification of 
parameters, tracking the desired behavior and the stability of 
the closed-loop system were feasible. Therefore, initializing 
the identification procedure and the speed of convergence of 
identified parameters were problematic. Avoiding these 
problems was a motivation to design the current structure. 
Moreover, tracking the desired output design of the proposed 
method is another advantage of the work compared to most 
STRs which are designed based on pole placement methods. 

The proposed approach offers identification of parameters 
and control of the system simultaneously. Sliding mode 
technique reduces disturbances effects and leads to the 
tracking of desired signals asymptotically. Adaptation rules 
decrease energy of the Lyapunov function which is 
conceptually sum of parameters estimation error (PEE) in 
each channel and control efforts at any time.  

Our key contributions are: 1- Combining SMC and 
adaptation rules in order to control the outputs and to identify 
parameters of the system simultaneously. 2- Introducing 
ELMs. ELMs consist of the basic model (a model with the 
same dynamic order of system channels that fits behaviors of 
the basic system) and switching R- reduced-order models (R-
OMs). These linear models are used to model the behavior of 
the system when the excitation order of the user-defined 
signals are low. 3- Designing an algorithm in which 
identification and control are carried out simultaneously. 
These strategies, guarantee the convergence of the R-OM�( 
parameters to their real values and stability of the closed-loop 
system.  

The remainder of the paper is organized as follows. 
Section II presents the main results and the identification 
algorithm through robust adaptive control laws. Simulation 
results are given in Section III. Concluding remarks are given 
in Section IV. 
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II. IDENTIFICATION OF MODELS VIA A ROBUST ADAPTIVE 

ALGORITHM 

A. Time-invariant Models 

In this part, basic models and R-OMs are suggested as a 
powerful alternative for modelling behavior of basic systems. 

Basic models are MIMO square transfer functions with no 
zero elements. The characteristic equation of each output 
channel is different from others and should be minimum 
phase. Without any a priori knowledge about the system 
except the dynamic rank of each output ch

annel, inputs and outputs data samples of the basic 
systems are used to identify the system. 

The basic model for transfer functions of MIMO systems 
is considered as: 

,�1� p �
5_\

1^l n 4_^l1
^lPL �n 4_L

t
ToT

 

#= p ��� �/�� #9 p ��� �/,  (1) 

where the Laplace variable is denoted with symbol 1. The 
index = is a general channel indicator and j refers to the index 
of input. Each output channel can be described by a 
differential equation: 

A_
u^ly p 4_VA_ m 5_V@ p F_V�_,  (2) 

where <_�denotes the dynamic rank of the =bZ output. Also for 
each channel, vectors of denominator coefficients, output 
signal regressors, nominator coefficients, and transfer 
function parameters are denoted as 4_V % !^l,�A_V %
!^l� 5_V % !T� F_V % !TO^l� respectively. The vector of input 
signals is shown as�@ % !T. 

4_V p �4_^l� 4_�^lPL�� � � 4_L�,�5_V p u5_\V yLoT 

F_V p m4_V� 5_Vn, A_V p �A_
u^lPLy� A_

u^lPMy� � � A_
mLn� A_�   

@ p u@\yToL    (3) 

While regressors of each channel, �_ p v
A_
@ z, are linearly 

independent,  the basic differential equation (2) governs 
the�=bZ channel. It is noteworthy to mention that input and 
output signals are measured from the basic system, not the 
model. This becomes important when we substitute identified 
parameters in models, where their output signal regressors are 
different from A_ in each channel.  

Assumption A1: The matrix + p u5_\yToT is diagonally 

dominant if the condition��5__� r � �5_\���\S_ holds for the =bZ 
output channel.  

In the case of dependency between regressors of the�8bZ 
channel, we should switch its model to a R-OM. Therefore, 
the :bZ regressor of the output signal, which is the most 
effective regressor in the dependency relation, is removed. By 
applying the dependency relation, the differential equation of 
the 8bZ channel can be written as follows. 

A[
m^hn �p F[�

V�[
��?�,   (4) 

where 

�[
�g�?� p mA[

m^hPLn� A[
m^hPMn�)A[

m]n�)@Vn�� 

F[�
V p u4[^h

� � 4[�^hPL�
� �)4[�]OL�

� �) 5[�
Vy 

#; p ���: n �� : m ��� � <[ n �
  (5) 

Hence, (4) describes the reduced-order differential 
equation of the 8bZ channel, namely, the R-OM for the 
8bZ�channel. The accent����
 distinguishes R-OM parameter from 
those of the basic model. The relationship between the 9bZ 
input and the 8bZ output can be described by the following 
transfer function: 

7[\�1� p
Xhi
i

UkhPWhkh
i Ukhec�PWh�jdc�

i Uj�PWhc
i 
 (6) 

Remark 1: The number of removed regressors and their 
corresponding indeces can be different from the mentioned 
scenario, but the result still holds.  

B. Sliding Mode Control and Robust Adaptive Identification 

In the following, equations governing the identifier are 
explained in details. Sliding rules force the system to gain our 
target features by sliding along a cross-section of the system's 
normal behavior. To track output signals and reduce output 
error, sliding rules at each channel are defined as follows. 

>_ p � Y
Yb
m G_�

^lPL
Ad_ p �H_VAd_ (7) 

��H_V p u��� � }<_ n ��G_
^lPM� G_

^lPLy  

Ad_ p A_ n À l 

Vectors of desired output regressors and output error 
regressors in each channel are, respectively, written as: 

À l
V p �À

l

u^lPLy� � � À l
mLn� À l�, Ad_

V p �Ad_
u^lPLy� � � Ad_

mLn� Ad_�. 

The scalar�>_ denotes the sliding variable in each channel. 
Sliding rules are concerned with system signals, not the 
model(s. Therefore, any changes in models do not affect 
sliding surfaces and the system will track desired outputs 
under any circumstances. To analyze sliding surfaces, the 
derivative of sliding variable in each channel will be studied. 
Based on these derivatives, control inputs are defined, which 
force the system to reach sliding surfaces. In the following, 
equations of the basic model are used to describe the role of 
models in the identifier. 

Assumption A2: Desired signals are continuous and 
smooth. 

Considering (2), the derivative of the =bZ sliding variable 
is computed as follows.  

>�_ p �Hal
VAd_ m Ad_

u^ly p �Hal
VAd_ m F_R

��_
� �?� n À

l

u^ly 

p �Hal
VAd_ m 4_V

�A_ m 5_V@ n À
l

u^ly. (8) 
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The derivative of the sliding vector, which is defined 

as�J p w
>L
(
>T
{ % !T, can be written as: 

J� p �� m �W n �̀ m +�@�   (9) 

where 

�� p x
�Hac

VAdL
(

�Haf
VAdT

| % !T,��W p �
4LVAL
(

4TVAT
� % !T 

�̀ p x
À c
m^cn

(
À f
m^fn

| % !T,�+� p w
5LV
(
5TV
{ % !ToT. (10) 

The vector of input signals is applied to the system based 
on: 

@ p @� n E�>7<�J�   (11) 

where 

@� p n+�PL�}�� m �W� n �̀ �   (12) 

E p w
EL � �
� * �
� � ET

{ % !ToT� +� � p �
5�LV
(
5�TV
� % !ToT� �W� p

�
4�LVAL
(

4�TVAT
� % !T. 

Remark 2: The m ���	� 
� ��� �11) is determined such 
that�E_5__ r �. 

Identified model parameters affect the vector of control 
inputs (@�) in (12). Conceptually, the force needed to keep the 
system on reaching surfaces, depends on model parameters. 
The accent ���� on each parameter denotes the estimated value 
of that parameter by the identifier. Applying (11) to the 
derivative of the sliding vector results in (13), where�4d_� p
4_� n 4�_� . Likewise, the accent���d�on each parameter distinguish 
the error value of the identified parameter from its basic value. 

J� p n �
5�LV
(
5�TV
� @� m �

4dLVAL
(

4dTVAT
� n +�E�>7<�J� (13) 

To functionally separate the control and identification 
procedures, we need an energy function. This function shows 
how much energy the identifier needs to control system 
outputs and how much energy is needed to update model 
parameters. We introduce a Lyapunov function where we 
define F�_V p u4d_V� 5�_Vy for the�=bZ channel.  

 �?�p �
T
uJ�Jm� F�_V�?�0_PL�?�F�_V�?�T

_p� y (14) 

As it will be shown, the identifier at the beginning of the 
procedure spends much energy to reach sliding surfaces; 
eventually puts more efforts on tracking system parameters. 
To keep the closed-loop system stable, the identifier should 
decrease the energy of the Lyapunov function. To update 
identified model parameters, adaptation rules are used. By 

designing suitable control inputs and adaptation rules, the 
stability of the closed-loop system can be guaranteed. The 
symmetric covariance matrix for each channel is denoted by 
0_PL�?�, where its initial value is set 0_PL�? p �� p
�.̂ lOT� � ' � for the =bZ channel. 

RLS is an appropriate tool to update model parameters in 
order to decrease the identification error. The following 
updating rules are resulted from continuous RLS method,  

F��_���?� p 0_��?��_
� �?�6_�?�  (15) 

where the scalar�6_ is defined as: 

�6_ p Ad_
u^ly p A_

u^ly n À
l

u^ly p F�_V�?��_
� �?�.  

Clearly,  6_�?� is associated with system features, not the 
model. Based on RLS method, the online updating rule of 
matrix 0_��?� % !TO^l can be expressed as follows: 

0�_� �?� p B_0_�?� n 0_�?��_
� �?��_

V��?�0_�?� (16) 

where B_ denotes the forgetting factor of the  =bZ channel. 

In RLS method, model parameters of the  =bZ channel are 
traceable if regressors of the channel (�_) are at least 
persistent excited (PE) with order <_ m /, which is the 
number of parameters needed to be estimated in the channel. 
Equation (12) shows that desired output signals affect the 
vector of input signals and then output signals. Therefore, if 
all desired signals are sufficient PE (It can be shown that a 
persistent excitation with order�<_ is sufficient excitation for 
the desired signal in channel�= and any PE signals with order 
less than�<_ are insufficient excitation for the channel), model 
parameters are traceable and covariance matrices always 
remain positive definite. Therefore, two time-invarying 
scalers I_ and I_can be found such that $I_� I_� #? t � & � q
I_. s 0_PL�?� s I_.. 

On the contrary, if at least for one channel (the 8bZ 
channel) desired output signal is not sufficient excited, the 
matrix 0[PL�?� becomes positive semi-defined after a while. 
Hence, some dependency relations occur between regressors 
of the�8bZ�channel. Depending on the order of excitation 
signals in the channel, which determines the number of 
dependency relations, the identifier switches the basic model 
to a suitable R-OM, the same as (4), to fit the behavior of the 
8bZ�channel, while other channels remain intact. In this case, 
some correlated regressors are removed and related model 
parameters are reduced in order to adapt the model with 
insufficiency of excitation signals in the 8bZ�channel. With 
these changes, the identifier carries on a partially 
identification method which is adapted to the excitation order 
of desired signals while controlling output signals. In this 
case, the floating rank is less than the dynamic rank of the 
8bZ�channel. (The floating rank of the 8bZ�channel determines 
the number of denominator parameters which can be 
identified online.)   

It is noteworthy to mention that by switching R-OMs, 
besides identification, the algorithm introduces much more 
sensible concept of the control theory: Desired signals can be 
determined by a user, not the identifier. Based on the desired 
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signal type and its excitation order, suitable models fit on 
system behaviors. Mathematical detail can be found in [21]. 

Suggested adaptation rules for basic model parameters are 
given by: 

#?� w
4��_�

5��_�
{ p 1_�?�0_� �?� v

A_
n@�z m C_0_��?��_

� �?�6_�?�� (17) 

 The first term in the right hand-side of (17) is concerned 
with adaptive changes based on sliding values. After reaching 
sliding surfaces, this part vanishes and only the second term 
affects adaptation rules. The second term is mainly the same 
as (15); but parameter C_ adjusts effects of RLS adaptation 
rules. 

C. Stability and Convergence  

As it was discussed, stability guarantees under any kinds 
of identification procedures is crucial. In the following, using 
the basic model and what we have explained so far, the 
stability of the closed-loop system is studied. Meanwhile, the 
convergence of model parameters to their true values will be 
shown.  

Theorem 1: Regarding MIMO systems described in (1) 
and based on A1 to A3 and Remark 2, identification of the 
basic model is guaranteed. The closed-loop system remains 
asymptotically stable during identification procedure. 

The Lyapunov function stated in (14) is being used to 
prove this theorem. Besides calculating the energy of the 
system in sliding surfaces, (14) shows the energy of 
identification error in the input-output space. So the derivative 
of this function should be negative definite in order to reduce 
identification errors.  

2� �?� p
�
T
�TJVJ� n T�F��_V�?�0_PL�?�F�_�?�

T

_QL

m�F�_V�?�0�_PL�?�F�_�?�
T

_QL

� 

(18) 

By substituting the derivative of the sliding vector into  
(18) we will have: 

2� �?� p
�
T
�nTJV �

5�LV
(
5�TV
� @� m TJV �

4dLVAL
(

4dTVAT
�

n T�F��_V�?�0_PL�?�F�_�?�
T

_QL

m�F�_V�?�0�_PL�?�F�_�?�
T

_QL

�

n JV+E�>87<�J�
 
     (19)  

By writing (19) in a summation format, according to 
Remark 2, the following inequality can be obtained: 

2� �?� s��>_ �A_V�n@�V� n m4��_V�?�� 5��_V�?�n0_PL�?��F�_�?�
T

[QL

m
�
T
�F�_V�?�0�_PL�?�F�_�?�
T

_QL

n���E_��>_���5__� n � �5_\�
T

\QL�\S_

�
T

_QL


 

(20) 

By imposing adaptation rules and some calculations, we 
will have:  

2� �?� s n
�
T
�B_F�_V�?�0_PL�?�F�_�?�
T

_QL

n�~C_ n
�
T
� F�_V�?��_�?��_

V�?�F�_�?�
T

_QL

n��E_��5__��>_�
T

_QL


 

(21) 

Therefore,  

2� �?� s n3N} J � gF��g� p n�L
M
K m I�� gF��gM� n D J q �

    (22) 

with: 

� q K p ���
#_QL�)�T

B_ � � q �D p ���
#_QL�)�T

��E_��5__��. 

According to (22), the derivative of the Lyapunov 
function remains negative definite for PEEs and sliding 
vector. Hence, based on Lyapunov theory, we conclude that 
the upper bound function�3N} J � gF�g�

�
" �� asymptotically. 

As the result, estimated parameters of the basic model 
converge to their true values and output signals converge 
asymptotically to their corresponding desired signals. This 
completes the proof.  

With few changes in the Lyapunov function, the same 
strategy can be applied with R-OMs. Using these strategies, 
the convergence of R-OM parameters to their actual values 
and stability of the closed-loop system can also be guaranteed. 

III. SIMULATION 

In the following, a handmade 2-input/2-output unstable 
and controllable system is studied; the transfer function of this 
system is shown in (23). The proposed robust adaptive 
algorithm is applied in order to identify the basic system. 
Considering these control parameters:��L p �� �M p
mT����n,�BL p BM p �
��,�CL p CM p �,��L p �M p �,��	 p
�
���, the result of the first simulation is shown in Fig. 1. 

It is shown that the proposed algorithm is able to control the 
output behaviors and track system parameters, successfully; 
however, by applying an insufficient excitation to the second 
channel identified parameters diverge from their real values. 
The dynamic rank of the second channel is 3 and the model 
fitted on this channel needs higher excitation to be identified. 
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Here, some sinusoidal desired signals are applied with 
different frequencies and amplitudes. Ideally, for the second 
channel, a 2-sinusoidal signal with the excitation order of 4 is 
necessary and satisfies conditions of Theorem 1. Signals like 
a sinusoidal or a step, for this channel, are considered as 
insufficient excitation. In the second simulation, an 
independent sinusoidal signal is being applied for both 
channels. Hence, the first channel is sufficiently excited due 
to its dynamic rank of 2. Under these circumstances, the 
condition number of 0MPL is increased and stability of the 
closed-loop system will be jeopardized.  

To solve this problem, an R-OM switches with the basic 
model to reduce the number of identified parameters. The 
model switches based on a specified maximum limitation of 
the condition number of �0MPL. Choosing this threshold, the 
switching time will be before vanishing�IM. To prevent any 
instabilities and control problems, this threshold is set 6000 in 
the simulation 2. So the system has enough time to react 
against insufficient excitations. The identifier chooses the 

worst regressor (�AM
mMn� of the second channel and removes it. 

Then, another model with floating rank of two fits the second 

channel. In the switching moment, the identified R-OM for 
the channel 2 and input 2, is obtained as: 

-�MM� �1� p
�
����

1N n T
���T�1� m �
����
 

while before switching, the model for the channel 2 was 
identified as: 

-�MM�1� p
�
����

1N n �
�����1M n T
���T�1� n �
��T�

 

The characteristic equation of the R-OM for the second 
channel is calculated as�1N n T
�����1� m �
�T��, so 
identified parameters of the second channel converge 
asymptotically to these values. Since excitation of the second 
channel is now sufficient (1-sinusoidal signal can sufficiently 
excite an R-OM with floating rank of two.), the identifier does 
not switch the model and selects it as the best model for the 
second channel, in the presence of these excitation signals. 
Also, during these evolving procedures, the first channel with 
its basic model keeps tracking its parameters.  

 

Figure 1. Simulation1: a) The first output and its desired signal b) The identified parameters of denominators c) The second output and its desired 
signal  d) The identified parameters of nominators 

 
 

  

a) Without model switching b) With model switching 

Figure 2.  Simulation2: The identified denominator parameters under insufficient excitation 
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����

|
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(23) 

IV. CONCLUSION 

The closed-loop identification and control of a MIMO 
linear system under both sufficient and insufficient excitation 
were investigated. Under the insufficient excitation of the 
system, by dropping out some input or output correlated 
variables, an equivalent R-OM of the original system was 
built which was identified as an ELM. Using SMC strategy 
and defining adaptation rules for parameters of the model, it 
was shown that the tracking errors converged to zero and the 
stability of the system was guaranteed. Moreover, the 
convergence of the parameters of the model to their true 
values was studied and discussed. Simulations showed that 
the proposed closed-loop identification approach works under 
different excitation signals.  
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a b s t r a c t 
In this paper, a robust adaptive control approach has been proposed for under insuffi- 
cient excitation Multi-Input Multi-Output (MIMO) systems. The stability and performance 
of adaptive controllers are highly dependent on initial conditions and speed of conver- 
gence of identified parameters. Moreover, the corresponding adaptation rules suffer from 
system uncertainties, disturbances, and insufficient excitation. In order to overcome such 
crucial challenges, in this paper a robust adaptive control is proposed. By inspiring from 
the classic Damped Least Squares (DLS) and Singular Value Decomposition (SVD) methods, 
a novel algorithm namely, SVD-DLS, is introduced which obtains an optimal solution to the 
estimation wind-up. Above all, the proposed approach is implemented on a 3 degree-of- 
freedom spherical parallel robot for stabilization purposes. By avoiding from challenges of 
model-based approaches, the unknown parameters are obtained without having any prior 
knowledge which makes the proposed approach more interesting for robotic having com- 
plex models. Based on the practical implementation, the oscillations of identified param- 
eters are dampened much smoother than other identification methods in which the ratio 
of end-effector to base orientation, as a stabilization index, is acquired as 0.134. 

© 2020 Elsevier Ltd. All rights reserved. 

1. Introduction 
In recent decades, the widespread application of system identification theory in control contexts has been extended, 

significantly. Multi variability and instability are two known challenges in system identification. In order to address the 
aforementioned problems, adaptive controllers which deal with subjectives like the robustness, estimation of the parameters, 
and sufficient excitation have stimulated the interest of many researchers in the control system’s field [1–3] . In this regard, 
the robust adaptive and robust tracking methods have been improved to control behaviors of system outputs [4–7] . Also, 
Sliding Mode Controllers (SMCs) have become more popular for controlling nonlinear systems [8–12] . From the literature, 
some researches have been conducted to the end of tracking both signals and involved parameters by combining several 
control approaches, namely, adaptive control but there is still a gap in proposing a systematic procedures with models 
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whose parameters are guaranteed to converge to their true values while the closed-loop procedure is proven to remain 
stable. 

Generally, robust adaptive control methods [13–15] have gained more attention recently due to their agility and robust- 
ness. However, most of these papers employ model-based method; therefore, the plant should be modeled comprehensively 
which is usually a delicate task, particularly, when the plant is a robot with non-linear equations. Moreover, having sim- 
plified models leads to less accuracy in control procedure and usually the model is not adaptable with disturbance and 
uncertainties which is a definite asset in the practice. In order to avoid these significant drawbacks, an algorithm which 
has ability to adapt with variation of surrounding environment and simultaneously performs identification and control of a 
system with unknown parameters is required. This considerable notion causes improvement in automatic control strategies 
based on the unknown parameters [16,17] . In this regard, employing learning-based algorithms [18,19] and neural networks 
[20,21] plays a major role. As a case, in [22] in order to solve a Linear Quadratic Regulator problem, an integral Q-learning 
algorithm is suggested. In [18] , a novel policy iteration approach is proposed in order to acquire on-line adaptive controller 
for continuous time linear systems with unknown dynamics. Moreover, Jia et al. [19] suggested a learning algorithm which 
leads to a better result for identification procedure and has a more acceptable reaction to the changes of surrounding envi- 
ronment. Pomprapa et al. [23] employed policy iteration algorithm in order to solve the so-called Hamilton Jacobi Bellman 
equation. Most of these methods require lots of process and huge amounts of data which makes them not suitable for 
real-time control systems. 

Another promising structure which merges the control concept during identification of the unknown parameter of the 
system is the so-called Self-Tuning Regulators (STR) [24] . From the STR point of view, the adaptive law generates online 
estimation of the parameters of the system which requires a control methodology in order to manipulate the behaviour 
of the system. Due to its flexibility in choosing the controller design methodology and adaptive law, indirect STRs can be 
classified as the most general class of adaptive control schemes [25] . In previous researches such as [26] , upon identifying 
the desired parameters, tracking the desired behavior and the stability of the closed-loop system became possible. Therefore, 
initial conditions of the identification procedure and the speed of convergence of identified parameters play an important 
role [24] . 

From the study conducted in [27] , it can can be inferred that merging the indirect STRs approach with the novel design 
proposed in the latter study can be regarded as a remedy to the aforementioned problems. More precisely, in the forego- 
ing approach, the SMC with robustness properties as the control methodology is blended with a continuous-time Recursive 
Least Squares (RLS) as the adaptive law which opens an avenue to identify the parameters and control of the system, si- 
multaneously. Therefore, the identification of parameters and control of system behaviors become possible, simultaneously. 
In fact, it will be shown that the adaptation rules of the control structure can be extended to RLS estimation equations. 
The RLS is a well-known method in parameters estimation [28,29] . It is suitable for time-varying processes with sufficient 
excitation; otherwise, the singularity problem happens which is referred to as estimation wind up in the literature. In this 
case, the estimation gain increases exponentially and outputs of the estimator are sensitive to any disturbances in regressors 
[30] . 

By proposing Damped Least Squares (DLS) method, Lambert [29] changed the classical RLS approach in such way that 
parameters variation remained bounded. In some researches, such as [31–33] , similar procedures were utilized. By improving 
the idea which has been introduced in [29] , the Generalized DL S (GDL S) was proposed [28] . This algorithm systematically 
refines the estimation wind-up in a closed-loop control strategy. The additive term solves the singularity problem of the 
Covariance matrix in steady state which makes GDLS appropriate for tracking processes with slowly varying parameters and 
has been utilized in some researches as [34–36] . GDLS uses recursively the unitary matrix for avoiding the singularity which 
causes the same problem in the regularized constant-trace [37] and increases the output estimation error. On the other 
hand, some researches [38–40] used the Singular Value Decomposition (SVD) in order to solve the singularity problem in 
LS; however, they did not come up with a suitable solution to the estimation wind-up caused by these singularities. Similar 
to the RLS equations, by applying insufficient excitations to the proposed control structure, the adaptation rules face the 
estimation wind-up. 

The main contribution of the paper is devoted to providing a mathematical solution to the aforementioned problems 
and falls into the following topics: Finding controllers which ensure stability of the nonlinear or time varying systems and 
identify the system’s parameters while the sufficient excitation is not provided for identification can be considered as a hot 
topic. For the sake of quick reference, a summery of the recently published works is presented in Table 1 and is compared 
with the proposed Robust adaptive method which outperforms the other methods in the addressed subject. Moreover, by 
inspiring from DLS and using SVD, a novel algorithm is introduced in this paper, which is referred to as SVD-DLS. This 
algorithm is applicable to the Multi-Input Multi-Output (MIMO) systems whereas the classic DL S and GDL S are introduced 
for the single-output systems. The combination of the robust adaptive approach and the proposed algorithm provides a 
considerable approach for the automatic control context. The proposed approach is implemented on a 3 Degree-Of-Freedom 
(DOF) Spherical Parallel Robot (SPR). By avoiding from challenges of model-based approaches, the unknown parameters 
are obtained without having any prior knowledge on traditional kinematics or dynamic calculations. In this regard, the 
notion of suggested approach bears resemblance to the automatic control methods. Nonetheless, avoiding from designing 
complicated policies or heavy computational expenses, the proposed structure is applicable in the robotic field in which the 
aforementioned automatic algorithms encounter implementation difficulties. 



S.A. Rad, M.G. Tamizi and M. Azmoun et al. / Mechanism and Machine Theory 153  (2020) 104026  3 
Table 1 
A comparison of the proposed method with some of its counterparts. 

Reference Proposed LF Stability Identification LTV model NL model MIMO 
[42] V = α1 + q 2 1 + (α1 q 2 ) 2 

2 α1 e T 1 e 1 + 1 
2 y T M (θ ) y ! ! 

[43] V = 1 
2 e T P m e + 1 

2 η tr ( φφφT φφφ) ! ! ! 
[44] V = 1 

2 ( 2 n ∑ 
i =1 x 2 i + n ∑ 

i =1 ( 1 ᾱi ( ̂  αi − αi ) 2 + · · · )) ! ! ! 
[45] V = 1 

2 γ˜ l T ̃ l + 1 
2 ˙ s T ̇ s ! ! 

[46] V = 1 
2 s T s + 1 

2 η tr ( ̃  W T ̃  W ) ! 
[47] V k = 1 

2 S 2 k + 1 − γ
2 β φφφT 

k φφφk + 1 
2 ρ (ψ k − ̂ ψ ) 2 ! ! ! 

Proposed Method V = 1 
2 ( S T S + N ∑ 

q =1 ˜ θ
T 
q R q ̃  θq ) ! ! ! ! 

The remainder of the paper is organized as follows: In Section 2 , notions, some applied definitions and the basic MIMO 
model are briefly reviewed. In Section 3 , the proposed robust adaptive method is explained. By mapping the correlated 
regressors to an orthogonal space, the problem of insufficient excitation is solved in Section 4 . By employing SVD-DLS, 
an optimal estimation is obtained to dampen the oscillations in the adaptive controllers under insufficient excitation. In 
this case, only partially identification of system parameters can be guaranteed in the orthogonal space. In Section 5 , the 
regularized constant-trace, Kaczmarz [41] , and GDLS are compared with SVD-DLS in the robust adaptive method from varied 
indices point of view. In Section 6 , the proposed approach is implemented on a 3-DOF SPR. Finally, the paper concludes with 
some hints and remarks as ongoing works. 
2. Preliminaries 
2.1. Notations and definitions 

In the paper, R n denotes a real n vectors, R m ×n denotes a real m × n matrices, I represents the identity matrix with 
appropriate dimension. Moreover, | . | represents the absolute value of its scalar argument, ∥ . ∥ indicates the Euclidean norm 
of its vector argument, and tr ( . ) denotes the trace of its matrix argument. Also, (.) ! is written to denote the transpose 
operation. The hat mark ( ̂  ) on each parameter stands for the estimated value of that parameter by the identifier. Likewise, 
the tilde mark ( ̃  ) on each parameter shows error value of the identified parameter from its real value. Finally, the sign 
function, sign (z) , is defined as sign (z) = { 1 z ≥ 0 

−1 z < 0 . 
2.2. Time-varying MIMO model 

In the next part, a time-varying MIMO model is introduced in which a novel DLS method will be applied in order to 
solve the insufficient excitation problem. 

In this part, in order to fit behaviors of basic systems in the identification procedure, models with MIMO square transfer 
functions with no element zeros are taken into account. Moreover, a system under these procedures should be minimum 
phase. In this paper, data of inputs and outputs of the basic system are utilized and the only pre-required information is 
the dynamic rank of each output channel. The basic time-varying model of MIMO systems is considered as: 

G G G (S) = [ b q j 
S n q −a q n q (t) S n q −1 −···−a q 1 (t) ] 

N×N (1) 
∀ q = 1 , . . . , N, ∀ j = 1 , . . . , N 

where the Laplace variable is shown with symbol S . Also, q is a general channel indicator (in fact refers to all channels) and 
j refers to the index of input. Each output channel differential equation can be written as: 

y [ n q ] q = a T q (t) y q + b T q (t) u + d q (t ) = θθθ T 
q (t ) )))q + d q (t ) (2) 

where n q denotes the dynamic rank of q th output. d q is a bounded disturbance in q th channel, whose upper bound is 
considered as d̄ q . Also for each channel, vectors of denominator coefficients, nominator coefficients, system parameters, 
output signal regressors, input signals, and channel regressors are shown with a T q (t) ∈ R n q , b T q (t) ∈ R N , θθθT 

q (t) ∈ R N+ n q , y T q ∈ 
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R n q , u ∈ R N , )))q ∈ R N+ n q respectively: 

a T q = [a q n q , a q n q −1 , . . . , a q 1 ], b T q = [b T qj ]1 ×N , θθθ T 
q = [a T q , b T q ], 

y T q = [ y [ n q −1 ] 
q , y [ n q −2 ] 

q , y [ 1 ] q , y q ] , u = [u j ]N×1 , )))q = [y q 
u 

]
. (3) 

While there is no dependencies between regressors of each channel, Eq. (2) is the basic differential equation of q th 
channel. 
Assumption 1. : The matrix B = [ b q j ] N×N is diagonally dominant if condition | b qq | > *j ̸ = q b qj | is established for q th output 
channel [48] . 
Assumption 2. The transfer function parameters are considered as slowly varying parameters with the following formula- 
tion: 

∀ q, ∀ t ≥ 0 : ∥∥∥ ˙ θθθ q (t) ∥∥∥ < ρq (4) 
where, ρq is the upper bound of the parameters’ variation in each output channel. 
3. Identification of models via a robust adaptive algorithm 

In the following, equations of the identifier are explained. Sliding rules force the system to gain the prescribed target 
features by sliding along a cross-section of the system’s normal behavior. In order to track the output signals and reduce 
the output error, sliding rules at each channel are defined: 

s q = ( d 
dt + λq ) n q −1 ̃  y q = ,,,µT 

q ̃  y q (5) 
where 

,,,µT 
q = [1 , . . . , (n q − 1) λn q −2 

q , λn q −1 
q ] (6) 

and 
∼
y q = y q − y r q . (7) 

The desired signals, y r q , are continuous and considerably smooth. Vectors of output desired regressors and output error 
regressors in each channel are shown with: 

y T r q = [ y [ n q −1 ] 
r q , . . . , y [ 1 ] r q , y r q ] (8) 

and 
∼
y T q = [ ̃  y [ n q −1 ] 

q , . . . , ̃  y [ 1 ] q , ̃  y q ] . (9) 
In the above, s q denotes the sliding variable in each channel. In order to analyze sliding surfaces, the derivative of sliding 

vector, ˙ S , in each channel should be studied. Based on these derivatives, control inputs, ̂ u , are defined, which force the 
system to reach the given sliding surfaces. The vector of input signals is applied to the system based on: 

u = ̂  u −ηηη sign ( S ) (10) 
where, 

̂ u = −̂ B −1 (˜ --- + --- ˆ a −---r ), S = 
⎡  
⎢  ⎢  ⎣  

s 1 
. . . 
s N 

⎤  
⎥  ⎥  ⎦  ∈ R N , ηηη = 

⎡  
⎢  ⎢  ⎣  

η1 0 0 
0 . . . 0 
0 0 ηN 

⎤  
⎥  ⎥  ⎦  (11) 

and 
̂ B = 

⎡  
⎢  ⎣  

̂ b T 1 
. . . 

̂ b T N 

⎤  
⎥  ⎦  ∈ R N×N , ˜ -̃ -̃ - = 

⎡  
⎢  ⎣  

,,,µT 
s 1 ̃  y 1 
. . . 

,,,µT 
s N ̃  y N 

⎤  
⎥  ⎦  ∈ R N , 

---˜ a = 
⎡  
⎣  ̂ a T 1 y 1 

. . . 
̂ a T N y N 

⎤  
⎦  ∈ R N , ---r = 

⎡  
⎢  ⎣  y 

[ n 1 ] 
r 1 
. . . 

y [ n N ] r N 

⎤  
⎥  ⎦  ∈ R N . (12) 
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Remark 1. The parameter, ηηη, introduced in Eq. (11) , is determined such that ∀ q : ηq b qq > 0 and ∀ q : | ηq | > d̄ q 

| b qq |−∑ N 
j =1 , j ̸ = q | b q j | 

are simultaneously yielded. 
The derivative of the sliding vector can be calculated as follows: 

˙ S = −
⎡  
⎢  ⎢  ⎣  

˜ b T 1 
. . . ̃ b T N 

⎤  
⎥  ⎥  ⎦  ̂  u + 

⎡  
⎢  ⎢  ⎣  

˜ a T 1 ̃  y 1 
. . . ̃ a T N ̃  y N 

⎤  
⎥  ⎥  ⎦  − B ηηη sign ( S ) + d (13) 

where, d = [ d 1 · · · d N ] T is the output disturbance vector. The error equation for each output channel is calculated by 
the following relation: 

e q (t) = y [ n q ] r q (t) − y [ n q ] q (t ) = )))T 
q (t ) ̃  θθθ q (t ) + d q (t) (14) 

where ̃  θθθq (t) ∈ R N+ n q denotes the identification error of system parameters. The RLS method is the best candidate for estima- 
tion of the system parameters in each channel. In this regard, the symmetric Covariance matrix of each channel regressors 
is shown with: 

R q (t) = ∫ t 
0 e −αq (t−τ ) )))q (τ ) )))T 

q (τ ) dτ (15) 
where the initial value is set R q (0) = gI N+ n q , g ≫ 1 and the following dynamic equation is obtained for each channel: 

˙ R q (t) = −αq R q (t ) + )))q (t ) )))T 
q (t ) (16) 

where αq denotes forgetting factor of q th channel. 
Remark 2. In RLS methods, the system parameters, θq , are traceable if the regressors of the system, "q ( t ), are at least 
Persistent Excited (PE) with order N + n q , which is the number of parameters required to be estimated at each channel [24] . 
Therefore, in the case that the system regressors are sufficient PE, model parameters are traceable and Covariance matrix, R q , 
always remains positive definite. On the other hand, any PE signal with order less than N + n q is considered as insufficient 
excitation. 

Having sufficient excitation for all channels, the following inequalities hold: 
∀ t > 0 , ∀ q : 0 < σ q I N+ n q ≤ R q (t) ≤ σ̄q I N+ n q (17) 

where, σ q and σ̄q are the smallest and largest singular values of R q . 
Suggested adaptation rules as for estimation of model parameters are shown in Eq. (18) . The first part is concerned with 

adaptive changes based on sliding values. After reaching sliding surfaces, this part is eliminated and only the second part 
affects adaptation rules. The second part states for the updating rule of continuous-time RLS: 

[
˙ ̂ a q 
˙ ̂ b q 

]
= R −1 

q (t) ()))q (t) e q (t) + [ y q 
−̂ u 

]

︸ ︷︷ ︸ 
φφφq (t) 

s q (t) ), ∀ q = 1 , 2 , . . . , N. (18) 
In Fig. 1 , a diagram of the proposed controller is demonstrated, which comprises different function blocks. Each block 

represents an equation from the proposed approach trying to visualize the identification of MIMO models via the robust 
adaptive algorithm. 
Theorem 1. Regarding to time-invariant version of the MIMO model described in Eq. (1) , based on Assumption 1 and Remark 
1 , and for the sufficient excitation condition, perfect identification of the model and tracking the desired signals are guaranteed. 
Moreover, the closed-loop system remains asymptotically stable during the procedure [27] . 

In addition to the aforementioned theorem, it can be shown that the proposed controller is applicable in the case of 
having linear time-variant systems with bounded disturbance. The required theorems are presented as follows. 
Theorem 2. Having the system presented in Eq. (1) with sufficient excitation condition and considering Assumption 1 and 
Assumption 2 , the identification error of system parameters is guaranteed to be bounded with the following upper bound: 

∥∥˜ θθθ
∥∥max 

stv = N × max 
q =1 , 2 , ... ,N 

(
2 ρq ̄σq 
αq σq 

)
(19) 

Moreover, the tracking error of each output signal is guaranteed to be bounded, where the relating upper bound is formulated 
as follows: 

C̄ q stv = ∥∥˜ θθθ
∥∥max 

stv √ 
2 σ

λn q −1 
q 
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Fig. 1. The block diagram of the proposed robust adaptive control approach. 
0 < σ = min { σ 1 , . . . , σ N } 

and the closed-loop system stays Uniformly Ultimately Bounded (UUB) stable [49] . 
The corresponding proof is provided in Appendix Section, part A. 

Theorem 3. For the considered system presented in Eq. (1) with sufficient excitation condition and an error upper bound as 
d̄ d d = [ ̄d q ] N×1 , and keeping with Assumption 1 and Remark 1 , the identified parameters are guaranteed to converge to the vicinity 
of their real values: 

∥∥˜ θθθ (t → ∞ ) ∥∥ ≤
∥∥˜ θθθ

∥∥max 
dist (20) 

where 
˜ θθθ

T 
= [ ̃  θθθ

T 
1 , . . . , ̃  θθθ

T 
N ] . 

Furthermore, the tracking errors of the desired output signals are guaranteed to be bounded; the upper bounds are formulated 
as follows: 

| ̃  y q (t) | 
t→∞ ≤ C̄ q 

dist (21) 
where 

C̄ q 
dist = ∥∥˜ θθθ

∥∥max 
dist √ 

2 σ
λn q −1 

q 
and the closed-loop system stays UUB stable. 

Theorem 3 can be proved with some modifications in a similar procedure to what has been prepared in Appendix A for 
Theorem 2 . 
4. Robust adaptive scheme with SVD-DLS 

In the following, a solution to improve the identification ability of the robust adaptive frame under insufficient excitations 
is presented. By taking Eq. (18) into account, the adaptation rules can be reformed as follows: 

˙ ̂ θθθ q (t) = R −1 
q (t ) ()))q (t ) e q (t ) + φφφq (t ) s q (t ) )

︸ ︷︷ ︸ 
E q (t) 

. (22) 
The mutual vector of input-output regressors can be expressed as: 

F q (t) = ∫ t 
t 0 e −αq (t−τ ) ( )))q (τ ) y [ n q ] r q (τ ) + φφφq (τ ) s q (τ )) dτ (23) 

where: ̇ F q (t) = −αq F q (t) + ( )))q (t ) y [ n q ] r q (t ) + φφφq (t ) s q (t )) . (24) 
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In the case of having sufficient excitation, the Covariance matrix of q th channel remains invertible and the estimated 

parameters are considered as follows: 
̂ θθθ q (t) = R −1 

q (t ) F q (t ) . (25) 
By deriving ̂ θθθq (t) and using the error equation for each output channel in Eq. (14) , the following calculations are ob- 

tained: ̇ ̂ θθθ q ( t ) = −R R R −1 
q ˙ R R R q ( t ) R R R −1 

q F F F q ( t ) + R R R −1 
q ˙ F F F q ( t ) 

= αq R R R −1 
q F F F q ( t ) − R R R q ( t ) )))q ( t ) )))T 

q ( t ) R R R −1 
q F F F q ( t ) 

−αq R R R −1 
q F q ( t ) + R R R −1 

q (
)))q ( t ) y [ n q ] r q ( t ) + φφφq ( t ) s q ( t ) )

= R R R −1 
q ( t ) ()))q ( t ) e q ( t ) + φφφq ( t ) s q ( t ) ) = R R R −1 

q ( t ) E E E q ( t ) . 
(26) 

It is demonstrated that the same adaptation rules in Eq. (22) are obtained. In fact, these rules can be regarded as an 
extended RLS estimation, which reduces both estimation errors and tracking errors during the adaptive control procedure. 
As in the classic version, this extended RLS (adaptation rules) faces estimation wind-up under insufficient excitations. If 
at least for one channel (the i th channel) desired output signal is not sufficient excited, the matrix R i ( t ) becomes positive 
semi-defined after a while. Hence, some dependency relations happen between regressors of the i th channel. 
Assumption 3. It is assumed that nullity of R i happens in the interval [ t 0 , t ], while R ∀ q ̸ = i ( t ) is positive definite in this 
interval. Moreover, R i ( t 0 ) is a full rank matrix and the nullity rank of R i equals n w . 

Predicated on Assumption 3 , in [ t 0 , t ], the adaptation rules are not established, although for the rest of channels the 
following inequalities can be still formulated: 

∀ t ∈ [ t 0 , t] : 0 < σ q I N+ n q ≤ R ∀ q ̸ = i (t) ≤ σ̄q I N+ n q 
where, σ q and σ̄q are the smallest and largest singular values of R q in the interval [ t 0 , t ]. 

Singular value decomposition of the symmetric Covariance matrix of i th channel leads to the following equation: 
R i (t) = [V i 

nul (t) V i p (t) ]
︸ ︷︷ ︸ 

V i (t) 
[
,,,i 

nul 0 
0 ,,,i 

p (t) 
][

V i 
nul T (t) 

V i p T (t) 
]

︸ ︷︷ ︸ 
V i T (t) 

(27) 

where, the diagonal matrix ,,,i 
nul ∈ R n i w ×n i w contains the first n i w zero eigenvalues ( n i w shows the rank deficiency of i th channel 

Covariance matrix) and the diagonal matrix ,,,i 
p ∈ R n i p ×n i p contains the rest of eigenvalues (the next n i p ) which means λi 

l > 
0 , l = n i w + 1 , . . . , n i . Therefore, R i ( t ) can be written as: 

R i (t) = V i p (t ) ,,,i 
p (t ) V i p T (t ) 

︸ ︷︷ ︸ 
R i p (t) 

. (28) 
By using V i (t) ∈ R n i ×n i as a transformation matrix, regressors are mapped from the initial space to an orthogonal space: 

Z i ( τ ) = V i T ( t ) )))i ( τ ) = 
[ 

V i nul T ( t ) )))i 
V i p T ( t ) )))i 

] 
= [0 

Z red ( τ ) 
]

∀ τ ∈ [ t 0 , t ] 
(29) 

where Z Z Z i ∈ R n i denotes the matrix of orthogonal regressors and Z Z Z red i ∈ R n i p denotes the matrix of orthogonal reduced-order 
regressors in channel i . Moreover, n i p is the dynamic rank of the i th channel in the orthogonal space. 

The vector of reduced-order estimated system parameters is shown with ̂ ζζζ red i (t) ∈ R n i p and based on Eq. (29) , can be 
related to the estimated system parameters ̂ θθθ i (t) by the following equation: ̂ θθθ i (t) = V i p (t ) ̂  ζζζ red i (t ) . Using the least square 
estimation in the orthogonal space, the following equation is obtained: 

̂ ζζζ red i (t) = R −1 
z red i F z red i (30) 

where, R −1 
z red i ∈ R n i p ×n i p (the reduced-order Covariance matrix of regressors in i th channel) and F z red i (the reduced-order mu- 

tual vector of input-output regressors in i th channel) are calculated according to the following equations: 
R Z red i (t) = ∫ T 

t 0 e −αi (t−τ ) Z red i (τ ) Z T red i (τ ) dτ
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= ∫ T 

t 0 e −αi (t−τ ) V i p T (t) )))i (τ ) )))T 
i (τ ) V i p (t) dτ

= V i p T (t) R i (t) V i p (t) (31) 
F Z red i (t) = ∫ T 

t 0 e −αi (t−τ ) (Z red i (τ ) y [ n i ] r i (τ ) + φφφZ i (τ ) s i (τ )) dτ

= ∫ T 
t 0 e −αi (t−τ ) ( V i p T (t) )))i (τ ) y [ n i ] r i (τ ) 

+ V i p T (t) φφφi (τ ) s i (τ )) dτ

= V i p T (t) F i (t) . (32) 
Based on Eq. (31) , R z red i (t) remains positive definite in the interval [ t 0 , t ] and accordingly, the following inequalities are 

stated: 
∀ t ∈ [ t 0 , t] : 0 < σ z i I n i p ≤ R z red i (t) ≤ σ̄z i I n i p 

where, σ z i and σ̄z i are the smallest and largest singular values of R z red i in the interval [ t 0 , t ]. Therefore, utilizing the similar 
procedure in the Eq. (26) , the adaptation rules are shown in the orthogonal space as follows: 

̂ ζζζ red i (t) = R −1 
z red i E z red i (33) 

where 
E z red i (t) = Z red i (t ) e i (t ) + φφφz i (t ) s i (t ) (34) 

In the aforementioned procedure, the derivative of reduced-order Covariance matrix of regressors in i th channel should 
be substituted from the following equation calculated from Eq. (31) : 

˙ R z red i (t) = −αi R z red i (t) + Z red i (t ) Z red i T (t ) . (35) 
By returning to the initial space, the following answers are estimated for system parameters: 

̂ θθθβi (t) = V i (t) [ βββ i (t) 
̂ ζ̂  ζ̂  ζ red i (t) 

]
(36) 

= V i nul βββ i (t) + V i p (t ) R −1 
z red i (t ) F z red i T (t ) 

︸ ︷︷ ︸ 
̂ θθθ i (t) 

. 
From Eq. (26) , the dynamic of ̂ θθθ i (t) is calculated as: 

˙ ̂ θi ˙ ̂ θi ˙ ̂ θi (t) = d 
dt 

(
V i p (t) ,,,i 

p −1 
(t) V i p T (t) )F i (t) + (V i p (t) ,,,i 

p −1 
(t) V i p T (t) ) ˙ F i (t) 

= V i p (t) ,,,i 
p −1 

(t) V i p T (t) E i (t) . (37) 
In the above, βββ i (t) is utilized to damped the oscillations. In each moment, by selecting the optimal value of βββ i (t) , the 

variation of ̂  θθθβββ i (t) is minimized: 
βββ∗

i (t) = arg min 
βββ i || ̇ ̂ θθθβββ i (t) || . (38) 

Finally, the adaptation rules with SVD-DLS algorithm are calculated as: 
̂ θθθβββ i (t) = ̂  θθθ i (t) + V i nul βββ∗

i (t) (39) 
where: ̇ βββ∗

i (t) = −(
V i nul T V i nul )−1 V T nul ˙ ̂ θθθ i (t) , βββ∗

i (t 0 ) = 0 (40) 
˙ ̂ θθθ i (t) = V i p (t ) ,,,i 

p −1 
(t ) V i p T (t ) E i (t ) . 

Theorem 4. For each MIMO system described in the output channel differential Eq. (2) , by considering Assumptions 1 , 2 , 3  , and 
Remark 1 , and by mapping the regressors of the channel with rank deficiency to an orthogonal space and reducing its rank, the 
identified parameters are guaranteed to converge to the vicinity of an equivalent model: 

|| ̃  θθθ z (t → ∞ ) || ≤ || ̃  θθθ z || max 
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Fig. 2. A 2-DOF planar serial manipulator, the schematic is adopted from Ha et al. [41] . 
where 

˜ θθθ
T 
z = [ ̃  θθθ

T 
1 , . . . , ̃  ζζζ

T 
red i , . . . , ̃  θθθ

T 
N ] 

Moreover, the tracking error of each channel ( ̃  y q ) is guaranteed to be bounded: 
∀ q : | ̃  y q (t → ∞ ) | ≤ C̄ q z 

where 
C̄ q z = ∥∥˜ θθθ z ∥∥max 

√ 
2 σ

z 
λn q −1 

q 
0 < σ z = min { σ 1 , . . . , σ z i , . . . , σ N } 

and the closed-loop system stays UUB stable. 
The corresponding proof is presented in Appendix Section, part B. Predicated on Theorem 4 , the proposed algorithm is an 

applicable method to simultaneously identification and control of LTV systems with bounded disturbance under insufficient 
excitation. In order to demonstrate its performance, in Section 5 , a numerical simulation is presented. 
5. Numerical simulation 

In this section, the application of SVD-DLS in the robust adaptive scheme is studied. Two-degree-of-freedom robot arms 
are applicable in the automation and factories. One-joint robots, as demonstrated in Fig. 2 , with the freedom of rotational 
angles and the length of arm are one of these robots. The dynamic equations of robot arms can be formulated as a nonlinear 
dynamic system [41] as below: 

⎧ 
⎪ ⎨ 
⎪ ⎩ 

y [2] 
1 = [ µy 1 + M(y 1 + a ) ] ̇ y 2 2 + u 1 

µ + M 
y [2] 

2 = −2 [ µy 1 + M ( y 1 + a ) ] ̇ y 1 ̇ y 2 + u 2 
J 1 + J 2 + µy 2 1 + M ( y 1 + a ) 2 

(41) 
In the above equation, y 1 is the variation of the arm length and y 2 shows the arm angle toward horizon. Also, u 1 is 

impeller force exerted on the arm and u 2 is the rotational force exerted on the joint. Mass of the arm and the located object 
on the arm are shown with µ and M , receptively. Also, the inertial moment of the arm toward the mass center and toward 
the arm origin are shown with J 1 and J 2 . The adaptive linear model of the nonlinear system is calculated as follows: 

y [ 2 ] 1 ( t ) = a 11 ( t ) y 1 ( t ) + a 12 ( t ) ̇ y 1 ( t ) + a 13 ( t ) y 2 ( t ) + a 14 ( t ) ̇ y 2 ( t ) + b 11 ( t ) u 1 ( t ) + d 1 (t) (42) 
where 

a 11 ( t ) = [ µ + M ] ̇ y 2 2 
µ + M , a 12 ( t ) = a 13 ( t ) = 0 

a 14 ( t ) = 2 [ µy 1 + M(y 1 + a ) ] ̇ y 2 
µ + M , b 11 ( t ) = 1 

µ + M (43) 
and 

y [ 2 ] 2 ( t ) = a 21 ( t ) y 2 ( t ) + a 22 ( t ) ̇ y 2 ( t ) + a 23 ( t ) y 1 ( t ) + a 24 ( t ) ̇ y 1 ( t ) + b 22 ( t ) u 2 ( t ) + d 2 (t) (44) 
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Fig. 3. The signals of robot arm by applying pulse desired outputs: (a) the system output signals (b) the norm of parameters vector (c) the nullity of R 1 
and R 2 (d) the condition number of R 1 and R 2 . 
where 

a 21 ( t ) = 0 , a 22 ( t ) = −2 [ µy 1 + M ( y 1 + a ) ] ̇ y 1 
J 1 + J 2 + µy 2 1 + M ( y 1 + a ) 2 

a 23 ( t ) = −2 [ µ + M ] ̇ y 1 ̇ y 2 
J 1 + J 2 + µy 2 1 + M ( y 1 + a ) 2 
+ −4 [ µy 1 + M ( y 1 + a ) ] 2 ̇ y 1 ̇ y 2 + 2 u 2 [ µy 1 + M ( y 1 + a ) ] 

(
J 1 + J 2 + µy 2 1 + M ( y 1 + a ) 2 )2 

a 24 ( t ) = −2 [ µy 1 + M ( y 1 + a ) ] ̇ y 2 
J 1 + J 2 + µy 2 1 + M ( y 1 + a ) 2 

b 22 = 1 
J 1 + J 2 + µy 2 1 + M ( y 1 + a ) 2 (45) 

and d 1 ( t ), d 2 ( t ) are unknown disturbances. By substitution of µ = M = 10 , J 1 = J 2 = 10 , and a = 1 coefficients of the model 
are obtained. In the following by choosing T = 0 . 001 , αq = 0 . 1 , λq = 1 , ηq = 10 , and pulse desired signals, simulation results 
of the robust adaptive approach from Section 3 are demonstrated in Fig. 3 . 

Moreover, it is demonstrated that by applying persistent excitation to both channels, the output signals are controlled. 
Except in switching times, tracking the systems parameters is possible. Considering Fig. 3 (c), the condition number of both 
channels remains bounded and the closed-loop system can be operated in this long-term situation. However, by applying 
insufficient excitation to channels, as shown in Fig. 4 , the condition number increases gradually and makes the control and 
identification procedures impossible. 

Considering Eqs. (43) and (45) , most of coefficients vanish by applying constant signals and Covariance matrices gradually 
get closer to the singularity. Therefore, the identification error of system parameters increases and the adaptation rules 
are not able to converge to any bounded values. Consequently, the application of SVD-DLS in the robust adaptive scheme, 
described in Section 4 , is adopted to tolerate ill-conditioned matrices. In Fig. 5 , it is demonstrated that the nullity rank 
of Covariance matrices is considerable, but SVD-DLS decreases the identification error and forces the system remain under 
identification and control in the long-term procedure. 

In order to analyze and compare varied algorithms quantitatively, Oscillation Number Index (ONI) of the system under 
study, introduced in [50,51] is employed. In this regard: 

J 1 q = ∫ √ 
˙ ̂ θθθ q (τ ) 2 + ̃  θθθ q (τ ) 2 dτ (46) 
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Fig. 4. The signals of robot arm by applying constant desired outputs: (a) the system output signals (b) the norm of parameters vector (c) the nullity of 
R 1 and R 2 (d) the condition number of R 1 and R 2 . 

Fig. 5. The signals of robot arm under SVD-DLS algorithm by applying constant desired outputs: (a) the system output signals (b) the norm of parameters 
vector (c) the nullity of R 1 and R 2 . 
is utilized to calculate oscillations of identified parameters. Furthermore, 

J 2 q = ∫ ∥ ̃  θθθ q (τ ) ∥ 2 dτ (47) 
is utilized to calculate parameters identification error, and 

J 3 q = ∫ (
y q ( τ ) − y r q ( τ ) )2 

dτ (48) 
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Table 2 
Comparison between different solutions to tolerate under insufficient excitations. 

Index J J J 1 1 J J J 1 2 J J J 2 1 J J J 2 2 J J J 3 1 J J J 3 2 
Applied Regularization 23.47 22.28 101.84 32.15 1.21 0.27 
Applied Kaczmarz 24.97 25.32 40.28 10.58 1.19 0.26 
Applied GDLS 22.52 21.76 18.17 04.62 1.17 0.24 
Robust adaptive 27.71 22.67 107.08 23.43 1.13 0.23 
Applied SVD-DLS 21.14 21.30 3.32 01.29 1.12 0.23 

Fig. 6. CAD model of the under study 3-DOF SPR. 
is utilized to calculate the tracking error of each channel. In Table 2 , the effect of applying SVD-DLS to the robust adaptive 
approach is compared with the basic algorithm, Regularized constant-trace, GDLS, and Kaczmarz under. In the case of occur- 
ring high condition numbers, all the mentioned methods are applicable and improve the performance of the robust adaptive 
method under insufficient excitation. Based on Table 2 , SVD-DLS not only decreases oscillations of identified parameters, but 
also makes the identification of system parameters possible under insufficient excitations. 

From Table 2 , it can be concluded that the performance of SVD-DLS in damping oscillations of identified parameters is 
better than the other method. Furthermore, from the identification point of view and in comparison with the basic robust 
adaptive algorithm, SVD-DLS has better performance. Based on quantitative results, SVD-DLS does not change the track- 
ing error of output signals, while the other algorithms increase the tracking and identification error in compare with the 
proposed algorithm. 
6. Practical implementation on the 3-DOF spherical parallel robot 

In this section, the proposed approach is implemented on the 3-DOF SPR 1 which is built at the Human and Robot Inter- 
action Laboratory, University of Tehran which can be adopted for image stabilization purposes. Parallel manipulators have 
many advantages over serial manipulators; they are more accurate and stiffer in compare to the serial manipulators. Due 
to these benefits, parallel manipulators are employed as a case study in several papers [52–55] . Specifically, this robot is 
utilized because of its low-moving inertia and inherent stiffness which leads to high performance dynamics and capability 
of high velocity and high acceleration [56] . Fig. 6 demonstrates the schematic of 3-DOF SPR. The main purpose of controlling 
this robot is to bound the Euler angels of End-Effector (EE). In fact, Roll and Pitch angles must be near zero and Yaw must 
be bounded to satisfy stabilization. 

Setup components are shown in Fig. 7 . Three Dynamixel MX-106R motors which have high accuracy and ability of control 
in both position and velocity mode, are utilized as actuators. It is worth noting that in this paper the stabilization of the 
under study robot is carried out in the velocity mode control; nonetheless, by resorting to some modifications, the position 

1 The results of the section are available in the following link: https://youtube.com/watch?v=Tsh4mt7nJKo . 
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Fig. 7. Test setup of the under study 3-DOF SPR. 

Fig. 8. The stabilization procedure of the under study SPR. 
mode control is also applicable via the proposed approach. The motors are derived by adopting an Expansion board with a 
USB2Dynamixel device. 

In Fig. 8 , the relationship between various parts of the control procedure of the 3-DOF SPR is depicted. In this regard, 
intended to measure angular velocity and orientation of EE, a nine-axis navigation module, called BNO055, is mounted on 
the EE of the robot. This module is employed because of its high precision, high stability, and high performance. Then, the 
information is transferred to in-system process block. In this block, which represents the whole process of Procedure 1 , 
the degree of excitation is checked in order to regulate the condition number of covariance matrix Eq. (16) in each output 
channel. In the next step, the measured data as well as the control input is employed by the adaptation rules, formulated 
in Eq. (18) , in order to update the identified system parameters. On the other hand, in the case of detecting a correlated 
relation between the regressors, upon considering the orthogonal reduced-order models which are introduced in Section 4 , 
the reduced-order parameters are acquired by employing the adaptation rules in Eq. (39) instead. Furthermore, the controller 
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Fig. 9. Orientation of the EE and orientation of the base of the 3-DOF SPR. 
adopts the desired signal values for the Euler angles and the angular velocities, which are obtained in such a way that 
stabilizes the condition of the robot. The control input vector is calculated based on these values in order to convey the 
system through the specified path by the sliding surface. The system inputs, which are applied to the actuators in the 
velocity mode, adopt the control input vectors and the switching values of the sliding surfaces. The whole process is done 
in PC and controller code is written in Python. The commands for servos are provided in PC by Python and are transmitted 
to servos by Expansion board and USB2Dynamixel. 

In parallel manipulators, the time rate changes of the EE pose, namely the twist of EE, t is mapped to the time rate 
changes of the joint space, ˙ θ, through the so-called Jacobian matrix, J , as follows [57] : 

˙ θ = J t (49) 
In the case of the under study 3-DOF SPR, θ is the position vector of the actuators, and the twist of the EE consists 

in only the angular velocity, ω e , including ω x , ω y , and ω z . Therefore, the following equation formulates the motion of the 
robot: 

˙ θ = J ( $e ) ω e (50) 
where $e denotes the measured position of the BNO055 module on the EE, including 2x , 2y , and 2z . 

It is worth mentioning that the whole idea of the intelligent control, formulated in Sections 3 and 4 , is provided for 
nonlinear time-continuous systems, among which, 3-DOF SPR is of importance. In fact, employing simple linear models 
rather than a complex one is followed in the intelligent control approaches due to their agility, having several analytical 
tools, and being easy to interpretation of the acquired results. Therefore, in spite of using the nonlinear model of the 3- 
DOF robot in Eq. (50) , whose parameters are impossible to detect during any straight-forward approach, the simultaneous 
identification and control of the robot is carried out by resorting to the linear model, formulated in Eq. (51) : 

ω q = ∑ 
j= x,y,z a q j 2 j + c T q ˙ θ + d q , q = x, y, z (51) 

where a qj is the associated coefficient of the output interference from the j -axis in the q -axis of frame O, shown in Fig. 6 . 
Extraction of these parameters from Eq. (50) requires great deal of effort which is time-consuming and somewhat impossible 
to directly acquire from Eq. (50) . Moreover, c q denotes the associated vector of coefficients of the time rate changes of the 
actuators position vector toward the q -axis. The remaining non-modeled items of J ( $e ) are represented by d q in the q -axis. 
Subsequently, Eq. (51) is rewritten into the following form: 

ω q = a qq 2q + b T q u ext + d q , q = x, y, z (52) 
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Fig. 10. Outputs of the 3-DOF SPR in three dimensions (Roll, Pitch, and Yaw). 
in which u ext is comprised of the system input vector, u = ˙ θ, and the rest of items in 2 j , j = x, y, z. Also, b q contains 
the corresponding vector of the coefficients of u ext . This acquired model, similar to the introduced equation in Eq. (2) in 
Section 3 , behaves as a time-varying linear system influenced by the bounded disturbances. In this regard, N = 3 and n q = 1 
are set in order to match Eq. (52) to Eq. (2) . Furthermore, Eq. (53) illustrates controller parameters which are employed in 
Eqs. (10) and (16) : 

αq = 0 . 09 q = 1 , 2 , 3 
ηηη = diag (60 0 , 60 0 , 60 0) (53) 

By choosing n q = 1 for each channel, other control parameters such as λq are removed from the control procedure. 
Intended to simplifying identification stage, c q is set to fix values during the procedure and only the remaining parameters 
of b q , i.e. a qj , j ̸ = q , as well as a qq are updated by employing the adaptation rules. In this section, [c 1 c 2 c 3 ] = I 3 ×3 is 
chosen which ultimately leads to acceptable results. 

In the case of having sufficient excitation at each channel, Theorems 2 and 3 hold for the simultaneous control and 
identification of the system. Nonetheless, by detection of insufficient excited signals, the SVD-DLS algorithm will be applied 
to the robust adaptive controller. By so doing, notwithstanding the insufficient excitation condition, the proposed approach 
would succeed in the stabilization of the 3-DOF SPR, and Theorem 4 guarantees the stability of the system during the 
simultaneous control and identification. 

In order to measure how much proposed method succeed in stabilization, orientation of the base and EE of the under 
study robot is compared. In order to calculate orientation of EE, denoted by θθθ e , the angle between the vector perpendicular 
to the EE and the desired vector, [0 0 1 ]T 

in frame O should be measured. Similarly, orientation of the base, denoted 
by θθθb , can be obtained. Results of orientations are demonstrated in Fig. 9 , where the proposed method succeeds to stabilize 
the objective EE in existence of considerable uncertainties and base movement. The orientation of the EE is bounded to 10 
degrees. It is vital to note that external excitations are applied to the base of robot by hand movement. In order to illustrate 
how much this method has been successful in reducing disturbance, a new index is defined: 

J damped = || θθθ e || 
|| θθθb || (54) 

Using the data plotted in Fig. 9 , the value of this index is obtained as 0.134 which is acceptable for stabilization appli- 
cations. It is vital to note that in the experimental tests it takes approximately 21 (ms) to 23 (ms) for each cycle of control 
loop of the written program in Python. Fig. 10 depicts the outputs of the system. Roll and Pitch angles are near zero, and 
Yaw angle is bounded; as a result, EE remains in an appropriate situation. Therefore, the desire condition for stabilizing is 
satisfied which proves Theorem 4 in this practical issue. 



16 S.A. Rad, M.G. Tamizi and M. Azmoun et al. / Mechanism and Machine Theory 153  (2020) 104026  

Fig. 11. Angular velocity of the EE in three dimensions. 

Fig. 12. Control inputs of the 3-DOF SPR. 

Moreover, angular velocities of EE are shown in Fig. 11 and it is obvious that these velocities are not unstable and they 
are limited. Similarly, as it is shown in Fig. 12 , the inputs, which are provided by controller, are bounded too. In Fig. 13 , the 
identified parameters of the transfer function, defined in Eq. (1) , are plotted during the implementation. Due to excitations 
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Fig. 13. Identified parameters of tarnsfer function of the 3-DOF SPR. (a) channel 1, (b) channel 2, (c) channel 3. (d) nullity of channels 
applied to the base of robot, Assumption 3 , as it is shown in Fig. 13 d, is satisfied for Theorem 4 and convergence occurs for 
all of the parameters ( Fig. 13 a–c). 
7. Conclusion 

In this paper, the structure of a novel robust adaptive control method for MIMO systems was proposed which is ex- 
perimentally implemented on a 3-DOF SPR for camera stabilization purposes. It was shown that adaptation rules of the 
robust adaptive method could be defined as an extended continuous-time RLS, which simultaneously reduces the identi- 
fication and output tracking errors. Under insufficient excitations, the adaptive scheme led to estimation wind-up and the 
unlimited condition number of Covariance matrices. Therefore, a novel solution was proposed to dampen the oscillations of 
identified parameters. Unlike the classic DLS method, the model parameters were obtained much smoother in comparison 
to other possible methods. Based on these demonstrations, SVD-DLS method can be applied to the stabilization purposes 
as well. Adopting the SVD-DLS, the closed-loop system tolerated the insufficiency condition and remained stable. Also, the 
partially identification of system parameters was guaranteed and the oscillations of the identified parameters were damp- 
ened. Thereafter, the proposed algorithm was implemented on the 3-DOF SPR. Despite applying insufficient excitation to 
each actuator input, the robot succeeded to dampen the disturbance applied to the base of robot, which demonstrated the 
out-performance of the proposed automatic control method in the stabilization of the robot. As an ongoing work, improving 
the proposed automatic control method with concept of optimal control is of importance which in turn involves adopting 
the so-called reinforcement learning approach as to conforming to the behaviour of the surrounding environment in much 
more intelligent way. 
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Procedure 1 Robust adaptive scheme with SVD-DLS. 

1: Initialization: ∀ q = 1 , . . . , N : ̂  a q (0) = 0 n q , ̂  B (0) = I N , R q (0) = 0 . 01 × I N+ n q 
2: while t < t f do 
3: Calculate desired signals and their derivatives. 
4: Form ∀ q = 1 , . . . , N : )))q = 

[
y q 
u 

]
. 

5: Calculate sliding values regarding to Eq. (5). 
6: u = ̃  u −ηηη sign (S ) . 
7: for q = 1 , . . . , N do 
8: e q (t) = y [ n q ] r q (t) − y [ n q ] q (t) 
9: E q (t) = )))q (t) e q (t) + φφφq (t) s q (t) 

10: ˙ R q (t) = −αq R q (t ) + )))q (t ) )))T 
q (t ) 

11: R q (t + dt) = R q (t) + ˙ R q (t) dt 
12: Calculate n q w in regarding to R q (t) . 
13: if n q w = 0 then 
14: ˙ ̂ θθθ q (t) = R −1 

q (t ) E q (t ) 
15: ̂ θθθ q (t + dt) = ̂  θθθ q (t) + ˙ ̂ θθθ q (t) dt 
16: else 
17: Obtain: V i 

nul (t) , V i p (t) , ,,,i 
nul , ,,,i 

p (t) 
18: ˙ ̂ θθθ i (t) = V i p (t ) ,,,i 

p −1 
(t ) V i p T (t ) E i (t ) 

19: ̂ θθθ i (t + dt) = ̂  θθθ i (t) + ˙ ̂ θθθ i (t) dt 
20: ˙ βββ∗

i (t) = −( V i 
nul T V i 

nul ) −1 V T 
nul ˙ ̂ θθθ i (t) 

21: βββ∗
i (t + dt) = βββ∗

i (t) + ˙ βββ∗
i (t) dt 

22: ̂ θθθβββ i (t + dt) = ̂  θθθ i (t + dt) + V i 
nul βββ∗

i (t + dt) 
23: end if 
24: end for 
25: put t = t + dt 
26: end while 

Appendix A 
A1. Proof of Theorem 2 
Proof. Consider the following Lyapunov function: 

V (t) = 1 
2 
(

S S S T S S S + N ∑ 
q =1 ˜ θθθ

T 
q (t) R q (t) ̃  θθθ q (t) ). (A.1) 

The derivative of the Lyapunov function can be stated as the following equation: 
˙ V ( t ) = 1 

2 
(

2 S S S T ̇ S S S + 2 N ∑ 
q =1 ˙ ̃ θθθ

T 
q ( t ) R q ( t ) ̃  θθθ q ( t ) + N ∑ 

q =1 ˜ θθθ
T 
q ( t ) ̇ R q ( t ) ̃  θθθ q (t) ) (A.2) 

With substitution of the derivation vector of the estimation error, one has: 
˙ V ( t ) = 1 

2 
(

2 S S S T ̇ S S S + 2 N ∑ 
q =1 ˙ θθθ T 

q ( t ) R q ( t ) ̃  θθθ q ( t ) − 2 N ∑ 
q =1 ˙ ̂ θθθ

T 
q ( t ) R q ( t ) ̃  θθθ q ( t ) + N ∑ 

q =1 ˜ θθθ
T 
q ( t ) ̇ R q ( t ) ̃  θθθ q (t) ) (A.3) 
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By applying some mathematical calculation, it yields: 

˙ V ( t ) ≤ N ∑ 
q =1 ˙ θθθ T 

q ( t ) R q ( t ) ̃  θθθ q ( t ) − 1 
2 

N ∑ 
q =1 αq ̃  θθθ

T 
q ( t ) R q ( t ) ̃  θθθ q ( t ) 

− 1 
2 

N ∑ 
q =1 ˜ θθθ

T 
q ( t ) )))q ( t ) )))q T ( t ) ̃  θθθ q ( t ) 

−
N ∑ 

q =1 | ηq | | s q | ( | b qq | − N ∑ 
j =1 , j ̸ = q 

∣∣b q j ∣∣) (A.4) 
Predicated on Assumption 1 , Eq. (A.4) is reformulated as: 

˙ V ( t ) ≤ −
N ∑ 

q =1 
(

1 
2 αq ̃  θθθ

T 
q ( t ) R q ( t ) ̃  θθθ q ( t ) − ˙ θθθ T 

q ( t ) R q ( t ) ̃  θθθ q ( t ) )

−1 
2 

N ∑ 
q =1 ˜ θθθ

T 
q ( t ) "q ( t ) "q T ( t ) ̃  θθθ q ( t ) − N ∑ 

q =1 | ηq | | b qq | | s q | . (A.5) 
If the following sufficient condition is satisfied: 

| ̇ θθθ T 
q ( t ) R q ( t ) ̃  θθθ q ( t ) | < 1 

2 | αq ̃  θθθ
T 
q ( t ) R q ( t ) ̃  θθθ q ( t ) | (A.6) 

then: 
˙ V ( t ) < −1 

2 
N ∑ 

q =1 ˜ θθθ
T 
q ( t ) )))q ( t ) )))T 

q ( t ) ̃  θθθ q ( t ) − N ∑ 
q =1 | ηq | | b qq | | s q | . (A.7) 

By applying the sufficient conditions from Eq. (A.6) , it is concluded that: 
˙ V ( t ) < −W 1 ( ∥ S ∥ , ∥∥˜ θθθ

∥∥) = −1 
2 σ∥∥˜ θθθ

∥∥2 
− δ∥ S ∥ < 0 (A.8) 

where 
0 < δ = min 

∀ q =1 , ... ,N 
(
| ηq || b qq | ). 

Based on the sufficient conditions acquired in Eq. (A.6) and also based on Assumption 2 , one can calculate the following 
domain: 

D̄ 1 = {∀ ̃  θθθ (t) | , ̃  θθθ ∈ R N+ n q , ∥∥˜ θθθ (t) ∥∥
≥ N × max 

q =1 , 2 , ... ,N 
(

2 ρq ̄σq 
αq σq 

)

︸ ︷︷ ︸ 
∥ ̃  θθθ∥ max 

stv 

}
. (A.9) 

which determines the area, where the model parameter identification error decreases such that ∥∥˜ θθθ
∥∥ ≤

∥∥˜ θθθ
∥∥max 

stv . Moreover, 
based on Final Value theorem and by exploiting Eq. (5) , the following upper bound is calculated for the output tracking 
errors: 

∀ q : | ̃  y q (t) | 
t→∞ ≤

∥∥˜ θθθ
∥∥max 

stv √ 
2 σ

λn q −1 
q ︸ ︷︷ ︸ 
C̄ q stv 

(A.10) 

Therefore, based on the Lyapunov theory, the intended closed-loop system is guaranteed to be UUB stable. !

Appendix B. Proof of Theorem 4 
Proof. According to Assumption 3 , it has been assumed that the channel i suffers from insufficient excitations, while the 
rest of channels are still under sufficient excitation in the interval [ t 0 , t ]. Therefore, SVD-DLS method, the Eqs. (27) to (40) , 
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is applied to the channel equations. Considering the positive definite Lyapunov function formulated in (B.1) , it is required to 
be proven that the derivative of this function remains negative definite: 

V (t) = 1 
2 
(

S T S + ̃  ζζζ
T 
red i (t) R red i (t) ̃  ζζζ red i (t) + N ∑ 

q ̸ = i ˜ θθθ
T 
q (t) R q (t) ̃  θθθ (t) ), t ≥ t 0 (B.1) 

where, ̂  ζζζ red i (t) ∈ R n i p denotes the vector of error estimation of reduced-order parameters in the i th channel. Thereafter, the 
derivative of the Lyapunov function is computed as follow: 

˙ V (t) = 1 
2 
(

2 S T ̇ S + 2 ̇ ζ̇ ζ̇ ζ T 
red i (t) R red i (t) ̃  ζζζ red i (t) 

− 2 ̇ ̂ ζζζ
T 
red i (t) R red i (t) ̃  ζζζ red i (t) + ̃  ζζζ

T 
red i (t) ̇ R red i (t) ̃  ζζζ red i (t) 

+ 2 N ∑ 
q ̸ = i ˙ θθθ T 

q (t) R q (t) ̃  θθθ (t) − 2 N ∑ 
q ̸ = i ˙ ̂ θθθ

T 
q (t) R q (t) ̃  θθθ (t) 

+ N ∑ 
q ̸ = i ˜ θθθ

T 
q (t) ̇ R q (t) ̃  θθθ (t) ), t ≥ t 0 (B.2) 

where ˙ ζζζ red i (t) is the derivative of vector of reduced-order system parameters in the orthogonal space, which can be acquired 
from ˙ ζ̇ ζ̇ ζ red i (t) = V i p T (t ) θθθ i (t ) . 

Similarly, the vector of reduced-order system parameters is considered as slowly varying parameters with the following 
formulation: 

∀ t ≥ t 0 : ∥∥∥ ˙ ζ̇ ζ̇ ζ red i (t) ∥∥∥ < ρz i (B.3) 
where, ρz i is the upper bound of the parameters’ variation in the orthogonal space. By substituting the derivative of sliding 
vector from Eq. (13) and reformulating (B.2) in summation format, the following formula is obtained: 

˙ V (t) = s T i )))z i (t) ̃  ζζζ
T 
red i (t) + ˙ ̂ ζζζ

T 
red i (t) R red i (t) ̃  ζζζ red i (t) 

+ 1 
2 ˜ ζζζ

T 
red i (t) ̇ R red i (t) ̃  ζζζ red i (t) + N ∑ 

q ̸ = i 
(

˙ θθθ T 
q (t) R q (t) ̃  θθθ (t) 

+ s q φφφT 
q (t) ̃  θθθ q (t) − ˙ ̂ θθθ

T 
q (t) R q (t) ̃  θθθ (t) + 1 

2 ˜ θθθ
T 
q (t) ̇ R q (t) ̃  θθθ (t) )

+ N ∑ 
q =1 d q s q −

N ∑ 
q =1 

(
ηq N ∑ 

j=1 b q j s q sign (a j ) ), t ≥ t 0 (B.4) 
Using the given adaptation rules in Eq. (22) and (33) and according to Remark 1 and Assumption 1 , the following in- 

equality is obtained: 
˙ V (t) ≤ ˙ ζζζ T 

red i (t) R red i (t) ̃  ζζζ red i (t) − e i Z T red i (t) ̃  ζζζ red i (t) 
+ 1 

2 ˜ ζζζ
T 
red i (t) ̇ R red i (t) ̃  ζζζ red i (t) + N ∑ 

q ̸ = i 
(

˙ θθθ T 
q (t) R q (t) ̃  θθθ (t) 

− e q )))T 
q (t) ̃  θθθ q (t) + 1 

2 ˜ θθθ
T 
q (t) ̇ R q (t) ̃  θθθ (t) ) + N ∑ 

q =1 | s q | d̄ q 
−

N ∑ 
q =1 

(
| ηq || s q | (| b qq | − N ∑ 

j =1 , j ̸ = q | b q j | ) ), t ≥ t 0 (B.5) 
By substituting e q from Eq. (14) , it yields: 

˙ V (t) ≤ ˙ ζζζ T 
red i (t) R red i (t) ̃  ζζζ red i (t) − d i Z T red i (t) ̃  ζζζ red i (t) 

+ 1 
2 ˜ ζζζ

T 
red i (t) ̇ R red i (t) ̃  ζζζ red i (t) + N ∑ 

q ̸ = i 
(

˙ θθθ T 
q (t) R q (t) ̃  θθθ (t) 

− d q )))T 
q (t) ̃  θθθ q (t) − ˜ θθθ

T 
q (t) )))q (t) + 1 

2 ˜ θθθ
T 
q (t) ̇ R q (t) ̃  θθθ (t) )
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+ N ∑ 

q =1 | s q | 
(

| ηq | (| b bb | − N ∑ 
j =1 , j ̸ = q | b q j | ) − d̄ q ), t ≥ t 0 (B.6) 

According to Remark 1 , the inequality of (B.7) is obtained. Also values of ˙ R q (t) and ˙ R z red i (t) are extracted from 
Eqs. (16) and (33) , respectively. 

˙ V ( t ) ≤ −
(

1 
2 αi ̃  ζζζ

T 
red i ( t ) R R R z red i ( t ) ̃  ζζζ red i ( t ) 

− ˙ ζζζ T 
red i ( t ) R R R z red i ( t ) ̃  ζζζ red i ( t ) + d i Z Z Z red i T ( t ) ̃  ζζζ red i ( t ) )

− 1 
2 ˜ ζζζ

T 
red i ( t ) Z Z Z red i ( t ) Z Z Z red i T ( t ) ̃  ζζζ red i ( t ) 

−
N ∑ 

q ̸ = i ( 
1 
2 αq ̃  θθθ

T 
q ( t ) R R R q ( t ) ̃  θθθ q ( t ) − ˙ θθθ T 

q ( t ) R R R q ( t ) ̃  θθθ q ( t ) 
+ d q "T 

q ( t ) ̃  θθθ q ( t ) ) − 1 
2 

N ∑ 
q ̸ = i ˜ θθθ

T 
q ( t ) "q ( t ) "T 

q ( t ) ̃  θθθ q ( t ) 
−

N ∑ 
q =1 | ηq || b qq || s q | , t ≥ t 0 . (B.7) 

Thereafter, the following sufficient conditions are considered for each output channel: 
| 1 
2 αi ̃  ζζζ

T 
red i ( t ) R R R z red i ( t ) ̃  ζζζ red i ( t ) | 
> | d i Z Z Z red i T ( t ) ̃  ζζζ red i ( t ) − ˙ ζζζ T 

red i ( t ) R R R z red i ( t ) ̃  ζζζ red i ( t ) | 
∀ q ̸ = i : | 1 

2 αq ̃  θθθ
T 
q ( t ) R R R q ( t ) ̃  θθθ q ( t ) | 

> | d q "T 
q ( t ) ̃  θθθ q ( t ) − ˙ θθθ T 

q ( t ) R R R q ( t ) ̃  θθθ q ( t ) | (B.8) 
By applying the sufficient conditions from Eq. (B.8) , it is concluded that: 

˙ V ( t ) < −W 2 ( ∥ S ∥ , ∥∥˜ θθθ z ∥∥) = −1 
2 σ z ∥∥˜ θθθ z ∥∥2 

− δ∥ S ∥ < 0 (B.9) 
where 

0 < σ z = min { σ 1 , . . . , σ z i , . . . , σ N } 
˜ θθθ

T 
z = [ ̃  θθθ

T 
1 , . . . , ̃  ζζζ

T 
red i , . . . , ̃  θθθ

T 
N ] . (B.10) 

Therefore, based on the Lyapunov theory, the closed-loop system is guaranteed to be UUB stable. The sufficient conditions 
mentioned in Eq. (B.8) can be converted to the following sufficient conditions: 

1 
2 αi σz i ∥∥˜ ζζζ red i ∥∥2 

> ∥∥˜ ζζζ red i ∥∥∥∥∥d i Z Z Z red i T − ˙ ζζζ T 
red i R red i (t) ∥∥∥

∀ q ̸ = i −−→ 1 
2 αq σq || ̃  θθθ q || 2 > ∥∥˜ θθθ q ∥∥∥∥∥d q )))q T − ˙ )))T 

q R q (t) ∥∥∥. (B.11) 
Considering Eq. (B.11) , the following region is defined: 

D̄ 2 = {∀ ̃  θθθ z (t ) | t 0 ≤ t , ̃  θθθ∀ q ̸ = i ∈ R N+ n q , ̃  ζζζ red i ∈ R n i p , 
∥∥˜ θθθ z (t) ∥∥ ≥ max 

q =1 , ... ,N 
{ ∥∥˜ θθθ∀ q ̸ = i (t) ∥∥

max , ∥∥˜ ζζζ red i ∥∥max } 
︸ ︷︷ ︸ 

∥ ̃  θθθ z ∥ max 
}

(B.12) 
where 

∥∥˜ θθθ∀ q ̸ = i ∥∥max = 2 (d̄ q max 
t 0 ≤t ∥ )))q (t) ∥ + ρq ̄σq )

αq σq 
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∥∥˜ ζζζ red i ∥∥max = 2 (d̄ q max 

t 0 ≤t ∥∥Z Z Z red i (t) ∥∥ + ρz i σ̄z i )
αi σz i (B.13) 

D 2 defines the region, where ˙ V ( t ) is guaranteed to be negative definite. Therefore, the estimation error of parameters, ̃  θθθ z , 
is diminished such that the ultimate value of ̃  θθθ z (t) becomes less than or equal to ∥∥˜ θθθ z ∥∥max . Therefore, it is proven that the 
identified parameters are guaranteed to converge to the vicinity of an equivalent model. If V ∗ defines the level set which 
∃ t 1 < ∞ : ∀ t > t 1 , ∥∥˜ θθθ z (t) ∥∥ < ∥∥˜ θθθ z ∥∥max is entirely established in, then ∀ t > t 1 , V ( t ) < V ∗. Moreover, the following equations 
can be written: 

V ∗ = 1 
2 ∥ S ∗∥ 2 
︸ ︷︷ ︸ 

V min 
= σ z ∥∥˜ θθθ z ∥∥2 

max ⇒ ∥ S ∗∥ = √ 
2 σ z ∥∥˜ θθθ z ∥∥max (B.14) 

Similarly, the following upper bound is calculated for the tracking error of each channel: 
∀ q : | ̃  y q ( t 1 ≤ t ) | ≤ C̄ q z = √ 

2 σ z ∥∥˜ θθθ z ∥∥max 
λn q −1 

q . (B.15) 
Consequently, it is proven that the tracking error of each channel is guaranteed to be bounded. !

Supplementary material 
Supplementary material associated with this article can be found, in the online version, at doi: 10.1016/j.mechmachtheory. 

2020.104026 . 
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[24] K.J. Åström , B. Wittenmark , Adaptive Control, Courier Corporation, 2013 . 
[25] P.A. Ioannou , J. Sun , Robust Adaptive Control, vol. 1, PTR Prentice-Hall Upper Saddle River, NJ, 1996 . 
[26] S. Jahandari , A. Kalhor , B.N. Araabi , A self tuning regulator design for nonlinear time varying systems based on evolving linear models, Evolv. Syst. 7 

(3) (2016) 159–172 . 
[27] S. Ansari-Rad , A. Kalhor , B.N. Araabi , Partial identification and control of MIMO systems via switching linear reduced-order models under weak stim- 

ulations, Evolv. Syst. (2017) 1–18 . 
[28] C.K. Yoo , S.W. Sung , I.-B. Lee , Generalized damped least squares algorithm, Comput. Chem. Eng. 27 (3) (2003) 423–431 . 



S.A. Rad, M.G. Tamizi and M. Azmoun et al. / Mechanism and Machine Theory 153  (2020) 104026  23 
[29] E. Lambert , Process Control Applications of Long-Range Prediction, University of Oxford, 1987 Ph.D. thesis . 
[30] A. Argha , L. Ye , S.W. Su , H. Nguyen , B.G. Celler , Real-time modelling of heart rate response during exercise using a novel constrained parameter 

estimation method, in: Engineering in Medicine and Biology Society (EMBC), 2016 IEEE 38th Annual International Conference of the, IEEE, 2016, 
pp. 26 80–26 83 . 

[31] C. Zengqiang , L. Maoqiong , Y. Zhuzhi , Convergence and stability of recursive damped least square algorithm, Appl. Math. Mech. 21 (2) (20 0 0) 237–242 . 
[32] E.M. Eksioglu , A.K. Tanc , RLS Algorithm with convex regularization, IEEE Signal Process. Lett. 18 (8) (2011) 470–473 . 
[33] R. Sadikovic , P. Korba , G. Andersson , Self-tuning controller for damping of power system oscillations with facts devices, in: Power Engineering Society 

General Meeting, 2006. IEEE, IEEE, 2006, pp. 6–pp . 
[34] A. Zolghadrit , J. Cieslakt , P. Goupil , R. Dayre , Turning theory to practice in model-based FDI: successful application to new generation airbus aircraft, 

IFAC-PapersOnLine 50 (1) (2017) 12773–12778 . 
[35] A. Padilla , Recursive Identification of Continuous-Time Systems with Time-Varying Parameters, Université de Lorraine, 2017 Ph.D. thesis . 
[36] A. Argha , L. Ye , K. Cao , S.W. Su , B.G. Celler , Real-time identification of heart rate responses via auxiliary-model-based damped RLS scheme, in: Engi- 

neering in Medicine and Biology Society (EMBC), 2017 39th Annual International Conference of the IEEE, IEEE, 2017, pp. 1312–1315 . 
[37] V.-S. Nguyen , N. Im , Development of computer program for solving astronomical ship position based on circle of equal altitude equation and SVD-least 

square algorithm, J. Navig. Port Res. 38 (2) (2014) 89–96 . 
[38] Y. Yan , Y. Cai , Precision PEP-II optics measurement with an SVD-enhanced least-square fitting, Nucl. Instrum. Methods Phys. Res.Sect. A 558 (1) (2006) 

336–339 . 
[39] F. Yaacoub , A. Abche , E. Karam , Y. Hamam , MRI Reconstruction using SVD in the least square sense, in: Computer-Based Medical Systems, 2008. 

CBMS’08. 21st IEEE International Symposium on, IEEE, 2008, pp. 47–49 . 
[40] S. Kaczmarz , Approximate solution of systems of linear equations, Int. J. Control 57 (6) (1993) 1269–1271 . 
[41] Q.P. Ha , D.C. Rye , H.F. Durrant-Whyte , Fuzzy moving sliding mode control with application to robotic manipulators, Automatica 35 (4) (1999) 607–616 . 
[42] C. Ishii , T. Shen , Z. Qu , Lyapunov recursive design of robust adaptive tracking control with L2-gain performance for electrically-driven robot manipula- 

tors, Int. J. Control 74 (8) (2001) 811–828 . 
[43] J. Lian , J. Hu , S.H. Zak , Adaptive robust control: a piecewise Lyapunov function approach, in: American Control Conference, 2009. ACC’09., IEEE, 2009, 

pp. 568–573 . 
[44] S. Ghabraei , H. Moradi , G. Vossoughi , Finite time-Lyapunov based approach for robust adaptive control of wind-induced oscillations in power trans- 

mission lines, J. Sound Vibr. 371 (2016) 19–34 . 
[45] S. Mobayen , F. Tchier , A novel robust adaptive second-order sliding mode tracking control technique for uncertain dynamical systems with matched 

and unmatched disturbances, Int. J. Control Autom.Syst. 15 (3) (2017) 1097–1106 . 
[46] W. Yan , S. Hou , Y. Fang , J. Fei , Robust adaptive nonsingular terminal sliding mode control of MEMS gyroscope using fuzzy-neural-network compensator, 

Int. J. Mach. Learn.Cybern. 8 (4) (2017) 1287–1299 . 
[47] E. Ghotb Razmjou , S.K. Hosseini Sani , J. Sadati , Robust adaptive sliding mode control combination with iterative learning technique to output tracking 

of fractional-order systems, Trans. Inst. Meas.Control 40 (6) (2018) 1808–1818 . 
[48] S. Ansari-Rad , S. Jahandari , A. Kalhor , B.N. Araabi , Identification and control of MIMO linear systems under sufficient and insufficient excitation, in: 

2018 Annual American Control Conference (ACC), IEEE, 2018, pp. 1108–1113 . 
[49] H.H. Khalil , High-Gain Observers in Nonlinear Feedback Control, vol. 31, SIAM, 2017 . 
[50] M. Zarei , A. Aflakian , A. Kalhor , M.T. Masouleh , Oscillation damping of nonlinear control systems based on the phase trajectory length concept: an 

experimental case study on a cable-driven parallel robot, Mech. Mach. Theory 126 (2018) 377–396 . 
[51] M. Zarei , A. Kalhor , M. Rastegar , Employing phase trajectory length concept as performance index in linear power oscillation damping controllers, Int. 

J. Electr. Power Energy Syst. 98 (2018) 442–454 . 
[52] M. Sharifzadeh , A. Arian , A. Salimi , M.T. Masouleh , A. Kalhor , An experimental study on the direct & indirect dynamic identification of an over-con- 

strained 3-DOF decoupled parallel mechanism, Mech. Mach. Theory 116 (2017) 178–202 . 
[53] A. Karimi , M.T. Masouleh , P. Cardou , Avoiding the singularities of 3-RPR parallel mechanisms via dimensional synthesis and self-reconfigurability, 

Mech. Mach. Theory 99 (2016) 189–206 . 
[54] S. Amine , M.T. Masouleh , S. Caro , P. Wenger , C. Gosselin , Singularity analysis of 3T2R parallel mechanisms using Grassmann–Cayley algebra and Grass- 

mann geometry, Mech. Mach. Theory 52 (2012) 326–340 . 
[55] M.T. Masouleh , C. Gosselin , M. Husty , D.R. Walter , Forward kinematic problem of 5-RPUR parallel mechanisms (3T2R) with identical limb structures, 

Mech. Mach. Theory 46 (7) (2011) 945–959 . 
[56] C.M. Gosselin , É. St-Pierre , Development and experimentation of a fast 3-DOF camera-orienting device, Int. J. Robot. Res. 16 (5) (1997) 619–630 . 
[57] C. Gosselin , J. Angeles , et al. , Singularity analysis of closed-loop kinematic chains., IEEE Trans. Robot. Autom. 6 (3) (1990) 281–290 . 



Moosa Ayati
School of Mechanical Engineering,

College of Engineering,
University of Tehran,

Tehran 14399-55961, Iran
e-mail: m.ayati@ut.ac.ir

Farzad A. Shirazi1
School of Mechanical Engineering,

College of Engineering,
University of Tehran,

Tehran 14399-55961, Iran
e-mail: fshirazi@ut.ac.ir

Saeed Ansari-Rad
School of Electrical and Computer Engineering,

College of Engineering,
University of Tehran,

Tehran 14399-55961, Iran
e-mail: saeedansari71@ut.ac.ir

Alireza Zabihihesari
School of Mechanical Engineering,

College of Engineering,
University of Tehran,

Tehran 14399-55961, Iran
e-mail: alireza_zabihi@ut.ac.ir

Classification-Based Fuel
Injection Fault Detection of a
Trainset Diesel Engine Using
Vibration Signature Analysis
Diesel engines are crucial components of trainsets. Automated fault detection of diesel
engines can play an important role for increasing reliability of passenger trains. In this
research, vibration-based fuel injection fault detection of a high-power 12-cylinder train-
set diesel engine is studied. Vibration signals are analyzed in frequency and time-
frequency domains to obtain possible patterns of faults. Fast Fourier transform (FFT)
and wavelet packet transform (WPT) of vibration signals are used to extract several
uncorrelated features. These features are chosen to increase the ability of classifiers to
separate healthy and faulty engine sides, automatically. Different classification methods
including multilayer perception (MLP), support vector machines (SVM), K-nearest neigh-
bor (KNN), and local linear model tree (LOLIMOT) are used to process captured fea-
tures; these methods are utilized in both “Single-sensor condition monitoring” and
“Classification and fault detection” sections. It is shown that KNN networks are practical
tools in the proposed fault detection procedure. The main novelty of this work comes
from introducing a rich feature-extraction method based on a combination of FFT and
db4 features. In addition, the complexity of computations and average running-time
decrease while classification accuracy in the fuel injection fault detection procedure
increases. [DOI: 10.1115/1.4046270]

Keywords: fault detection, wavelet transform, classification, vibration signal, fuel injec-
tion, trainset diesel engine

1 Introduction

In order to avoid expensive machine failures in transportation
vehicles, it is imperative to keep the engine in its sound working
conditions using nonintrusive monitoring and diagnostic
approaches [1]. There are different probable faults in diesel
engines for which appropriate measurement techniques must be
applied to achieve an efficient condition monitoring and fault
diagnosis system. Several types of signals can be measured and
utilized for monitoring purposes including pressure [2], rotational
angle speed [3], temperature [4], fuel and oil quality [5–7], and
vibration [8–10]. Vibration monitoring is a reliable method for
detecting machine abnormality, considering the fact that different
faults especially those related to combustion are the source of
vibration [11]. Vibration signals can be obtained by measuring
different parameters including displacement, velocity, accelera-
tion, and stress. Accelerometers are the best choice for vibration
measurement due to their accuracy, lightweight, high temperature
resistance, and wide frequency response [1]. Different mathemati-
cal tools are required to analyze accelerometer data and extract
appropriate features from a primary vibration signal.

Fast Fourier transform (FFT) is one of the most popular
feature-extraction tools in frequency domain. For instance Zhou
et al. [12] extracted features based on FFT method and used them
as inputs into different classification networks. Then, their
approach of fault detection as ensemble rapid centroid estimation
was compared with artificial neural network (ANN) and principal
component analysis (PCA). Also, Liu et al. [13] introduced an
approach for bearing fault diagnosis and for enabling the

extraction of bearing fault feature frequencies. These frequencies
were identified by the FFT of Teager energy.

The wavelet transform (WT) has been widely used in signal
processing and fault detection problems to analyze the vibration
signals in the time-frequency domain. Many researches based on
the use of discrete wavelet transform (DWT) have been conducted
in recent years. There are three parameters with a decisive influ-
ence on the performance of DWT in fault detection including the
sampling frequency, mother wavelet, and level of decomposition.
Most researches use a particular combination of these parameters
for a specific problem [14–16]. First, wavelet features are
extracted and form the feature set used as input to the classifiers
[17]. Atoui et al. [18] considered WT and FFT of vibration signals
in order to detect and diagnose unbalance faults in rotating
machinery. The condition and location of faults were successfully
detected by WT-FFT for vibration measurements obtained from
accelerometer sensors. In Ref. [19], DWT was employed to pro-
cess the signals of a Pride gearbox in several conditions. Decom-
position was made using Daubichies-5 (db5) wavelet with five
levels. Koley et al. [20] presented a hybrid WT and modular
ANN-based fault detector, classifier, and locator for six-phase
transmission lines using single end data only. In Ref. [21], the
vibration signals acquired from engine manifolds were prepro-
cessed by the WT, and signal energy was considered as a distin-
guishing property to classify these faults.

Artificial neural networks are suitable for fault detection and
identification applications because of their pattern recognition
abilities. Ahmed et al. [22] introduced an engine fault detection
and classification technique using vibration data. These data were
used in ANNs to detect faults in a four-stroke gasoline engine. In
Ref. [23], an unsupervised ANN was tested for fault detection and
identification in an automated machine, and its performance was
compared to a conventional rule-based method. Bangalore and
Tjernberg [24] introduced a scheduler framework for maintenance
management of wind turbines. In this framework, an ANN-based
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condition monitoring approach by using data from supervisory
control and data acquisition system was proposed. Approaches for
fault detection of wind turbines based on finite time and modified
sliding mode observers were presented in Refs. [25] and [26]. The
paper [27] presented a fault detection algorithm based on proba-
bilistic neural network. This algorithm uses probabilistic neural
network and back propagation neural network to train and test the
mapping datasets. In Ref. [28], Janssens et al. proposed a feature
learning model for condition monitoring based on convolutional
neural networks. The goal of this approach was to autonomously
learn useful features for bearing fault detection from the data
itself.

For fault detection, many techniques have been employed
among which the support vector machines (SVM) is a popular one
owing to its attractive features like fast classification, good han-
dling capability of nonlinear data, and providing a global optimum
for classification. In Ref. [29], a multiclass SVM classified the
type of present faults giving the final diagnosis. Seryasat et al.
[30] proposed a method for detecting faults using WT and SVM
for an electric motor that had two rolling bearings. The article
[31] used the SVM and one of its variants for fault detection in a
rotating machinery using vibrational signals.

Andre et al. [32] introduced a combination of SVM and K-
nearest neighbor (KNN) to monitor rotational machines using
vibrational data. Data were classified using a standard SVM, but
for data within the SVM margin, where misclassifications are
more likely, a KNN was used to reduce the false negative rate.
The purpose of Ref. [33] was to develop an appropriate approach
for detecting unbalanced fault in rotating machinery using KNN
and SVM classifiers. The results demonstrated that the proposed
approach can be used effectively for detecting unbalanced condi-
tion in rotating machinery. Moreover, a performance comparison
was made between KNN and SVM in fault classification. In addi-
tion, this approach gave a high level of classification accuracy.

This paper investigates the application of FFT and DWT for
feature extraction and well-known structures including SVM,
multilayer perception (MLP), and KNN for classification in fault
detection and diagnosis of a 12-cylinder trainset diesel engine sub-
jected to abnormal fuel injection. Vibration signals are in fre-
quency and time-frequency domains. Power spectral densities
(PSD) of vibration signals are calculated and normal and faulty
engine conditions are distinguished. Nevertheless, more details of
the fault cannot be determined by this approach. Hence, FFT-
based data features are introduced in order to overcome the prob-
lem. Conceptually, these features show the average of the fre-
quency energy in selected intervals. Furthermore, wavelet packet
transform (WPT)-based features are used to identify the difference
of energy between normal and faulty conditions. In order to ana-
lyze derived features, different classifiers are applied in both
“Single-sensor condition monitoring” and “Classification and fault
detection” sections.

Even though the literature on fault detection and diagnosis
methods is copious, relatively few papers have addressed the
problem of abnormal fuel injection in diesel engines. In addition,
the literature suffers from lack of papers in which sophisticated
engines with more than six cylinders are investigated. As the num-
ber of cylinders increases in diesel engines, the fault detection and
diagnosis process based on vibration signals becomes more com-
plicated. Furthermore, well-known signal processing methods
including FFT and WPT provide features with limited levels of
accuracy in the classification phase. The main novelty of this
work comes from the combination of FFT and db4-based features
to increase the classification accuracy in the fault detection proce-
dure. Meanwhile, this paper proposes a feature-extraction method
based on FFT signals with higher separable features.

The remainder of the paper is organized as follows. The test
bed and signal acquisition process are described in Sec. 2. Signal
processing methods are presented in Sec. 3. Features analysis
techniques are described in Sec. 4. Section 5 proceeds condition
monitoring using one cylinder’s data. Section 6 describes the

classification and fault detection procedure. Finally, Sec. 7 con-
cludes the paper.

2 Experimental Setup

2.1 Diesel Engine and Data Acquisition System. The exper-
imental data have been acquired from a 12 cylinder, D 2842 LE
602 diesel engine commonly used in trainsets. The engine is a V-
shaped, four-stroke diesel engine with a turbocharger and an inter-
cooler. The major specifications of the engine are summarized in
Table 1. All experiments have been done at zero-load and a con-
stant speed of 600 rpm. Two DJB2784 accelerometers mounted on
both intake manifold and cylinder heads have been used for vibra-
tion pickup. The accelerometers on the cylinder heads and intake
manifold were firmly fixed by magnets and wax, respectively. In
order to indicate the engine speed, a tachometer pointing to a
reflective tape on the crankshaft pulley was utilized. Since the
engine is a four-stroke type, two complete crankshaft revolutions
(720 deg) represents a full thermodynamic cycle. The vibration
signals, measured by accelerometers, and tachometer signals were
transferred through cables into a data logger/analyzer and then to
the computer for further analysis. The Bruel & Kajer-PULSE LAB-

SHOP software version 12.5.1 was used in the course of data acqui-
sition. The instrumented engine and the numbering of cylinders
are shown in Fig. 1.

Combustion failure may be the result of malfunction in one or
more cylinders. In order to test our proposed approach, faulty con-
ditions must be introduced in the engine. In this work, the fuel
valve of cylinders was opened to let the fuel partially enter the
combustion chamber. Therefore, the combustion failure was mod-
eled by disabling fuel valve of known cylinders.

2.2 Signal Acquisition. Vibration signals were obtained
using two accelerometers mounted on either intake manifold or
cylinder heads in two separate phases. The sampling frequency
was chosen to be 8.192 kHz to acquire vibration data using a four-
channel data logger. Each dataset comprised of 2 s of vibration
signals with 16,384 data points. Using tachometer pulses, the
engine vibration signals were split into segments with an equal
length of 0.2 s corresponding to two crankshaft revolutions (a
complete thermodynamic cycle). Throughout data acquisition pro-
cess, the engine speed was set at 600 rpm (10 Hz) with zero load.
The procedure of data acquisition and signal processing in this
work is briefly illustrated in Fig. 2.

3 Signal Analysis

3.1 Principal Component Analysis. The principal compo-
nent analysis is an optimal technique to reduce dimensionality
based on variance of the data. PCA calculates loading vectors,
which are a set of orthogonal vectors. These vectors are ordered
by the values of variance explained in each vector direction. PCA
analyses data matrix X consisting of n observations from m

Table 1 Engine specifications

Diesel V 90 deg
Cycle Four-stroke diesel with

turbocharger and intercooler
Number of cylinders 12
Compression ratio 16.5:1
Bore 128 mm
Stroke 142 mm
Engine capacity 21,930 cm3

Direction of rotation
viewed on flywheel

Anticlockwise

Firing order 1-12-5-8-3-10-6-7-2-11-4-9
Firing interval 120 deg
Power based on DIN ISO 3046 588 kW at 2100 rpm
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Fig. 1 The instrumented engine and cylinder numbering

Fig. 2 Schematic of data acquisition and signal processing system
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measurement variables. Computing the singularities of the follow-
ing optimization problem gives loading vectors where v 2 Rm:

max
v 6¼0

vTXTXv

vTv
(1)

The stationary points of above equation can be computed via
singular value decomposition (SVD) as follows:

1ffiffiffiffiffiffiffiffiffiffiffi
n" 1
p X ¼ URVT (2)

where U 2 Rn#n and V 2 Rm#m are unitary matrices and matrix
R 2 Rn#m contains non-negative real singular values with
decreasing magnitude ðr1 %… % ri %…rmin m;nð Þ % 0Þ: The
loading vectors are the orthonormal column vectors in the matrix
V, and the variance of the dataset projected along the ith column
of V is equal to r2

i [34].

3.2 Frequency Domain Analysis. In this part, datasets are
transferred from time domain to frequency domain using FFT.
The autospectrum of a vibration signal is defined as [35]

Pxx fð Þ ¼ X fð ÞX' fð Þ ¼ jX fð Þj2 (3)

where X fð Þ refers to FFT of the vibration signal, f is the fre-
quency variable, and ' is the conjugate operator. Dividing Pxx fð Þ
by the sampling frequency (fs) results in the PSD of the signal

PSD ¼ Pxx fð Þ
fs

(4)

The PSD of vibration signals from different locations on the
intake manifold is depicted in Fig. 3. For a healthy engine (a, b,
and c) power spectrum of vibration signals has the same pattern
for different locations on the intake manifold. In this case, there
are two peaks in the PSD of vibration signals in frequencies of
10 Hz and 30 Hz which refer to the engine speed (600 rpm) and
the simultaneous combustion of a pair of cylinders in two com-
plete revolutions of the crankshaft, respectively. We investigated
the frequency domain analysis in a low-frequency interval of
0–180 Hz since it is more likely to distinguish between faulty and
healthy conditions compared to a high-frequency range. Compar-
ing PSDs of healthy and faulty engine, it was revealed that in
faulty conditions (d, e, and f) new peaks appeared between 10 Hz
and 30 Hz in frequencies of 15 Hz and 20 Hz.

Therefore, it was concluded that any fault in combustion of cyl-
inders changes the frequency patterns of PSD. According to the
specified intervals in Table 2, average values of Pxx fð Þ in these
intervals were defined as features of dataset. Based on analysis of
Fig. 3, values of the features in some intervals vary depending on
location of fault and number of faulty cylinders

Feature from interval Ri ¼

ð

f2Ri

jX fð Þj2df

length Rið Þ
1 ( i ( 9

(5)

Fig. 3 PSD of engine vibrations of the intake manifold (a) in the vicinity of cylinder 1 for healthy condi-
tion, (b) in the vicinity of cylinder 3 for healthy condition, (c) in the vicinity of cylinder 8 for healthy con-
dition, (d) in the vicinity of cylinder 1 when cylinder 9 is faulty, (e) in the vicinity of cylinder 3 when
cylinder 9 is faulty, and (f) in the vicinity of cylinder 1 when cylinder 11 is faulty

Table 2 Frequency features of the extracted signals from wavelet bank and FFT

Feature
index

Extracted signal from
wavelet bank

Beginning frequency
of band (Hz)

End frequency of
band (Hz)

Center frequency of
band (Hz)

1 cA8 0 12.5 6.25
2 cD8 12.5 25 18.75
3 cD7 25 50 37.5
4 cD6 50 100 75
5 cD5 100 200 150
6 cD4 200 400 300
7 cD3 400 800 600
8 cD2 800 1600 1200
9 cD1 1600 3200 2400
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In Fig. 4, to visualize introduced features, PCA was applied to
data features of paired sensors fM5, M12g. Three features with
higher singular values were chosen and then datasets were labeled
based on three classes, which are explained with details in the
“Fault side detection” section. Extracted data sets were whitened
by using the average vector and covariance matrix. Therefore,
Fig. 4 does not show actual distribution of data sets along axes.
These illustrated classes are easy to separate and correct classifi-
cation rate will be increased. Therefore, mentioned FFT-based
features are classifiable and uncorrelated.

3.3 Time-Frequency Domain Analysis. In this section,
wavelet-based feature extraction is presented. Wavelet transform
has been widely used in signal processing and fault detection
problems. The main idea is to convolve wavelets with spans of
transient signal to extract valuable features of signal. The DWT
method is an efficient way of analyzing data in time-frequency
domain. To implement the DWT method, low-pass filter hðkÞ and
high-pass filter gðkÞ are applied, which are related to the scaling
function /ðtÞ and wavelet function W tð Þ, respectively,

/j tð Þ ¼
X

k

h kð Þ 2
jþ 1

2 / 2jþ 1t" kð Þ
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

/ðjþ 1;kÞ tð Þ

¼ h "kð Þ'/ðjþ 1;kÞ tð Þ

Wj tð Þ ¼
X

k

g kð Þ2
jþ 1

2 / 2jþ 1t" kð Þ ¼ g "kð Þ'/ðjþ 1;kÞ tð Þ
(6)

/ðj;kÞ tð Þ is a member of the set of expansion functions derived
from a scaling function / tð Þ. Also, /j is the scaling function and
Wj is the wavelet function of scale j. Generalization of the DWT
to more than one level results in the wavelet packet transform,
where it is implemented based on wavelet filters. The following
equations comprise WPT coefficients at each level:

W2K
jþ 1 ¼ WK

j nð Þ ' hð"2nÞ
W2Kþ 1

jþ 1 ¼ WK
j nð Þ ' gð"2nÞ

(7)

where, W2K
jþ 1 denotes the jth decomposed level of WPT coefficient

at frequency band of 2k ð0 < k < 2j " 1Þ. From above equations,
it is obvious WPT is more efficient than DWT to describe faulty
signals in different frequency bands of local information [36].
According to Fig. 5, at each level passing a signal through filters
emerges as low-frequency (approximations (A’s)) and high-
frequency [details (D’s)] signals. Hence, the signal f tð Þ is written
as

f tð Þ ¼ cAJ þ
X

j( J

cDj (8)

where cAJ and cDJ are the approximation and the detail coeffi-
cients of Jth level. It is still hard to find the faulty conditions accu-
rately visually or by classifier due to large size of coefficient
signals produced at each level. The solution of this problem is to

Fig. 4 Visualization of datasets with FFT-extracted features by applying PCA

Fig. 5 Basic step of decomposition of WPT
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use energy spectrum based on Parseval’s energy theorem [37]
expressed as follows:

XN"1

t¼0

jf tð Þj2 ¼ 1

N

XN"1

f¼0

jF fð Þj2 (9)

where f tð Þ is the time domain signal, F fð Þ is the discrete form
after applying discrete Fourier transform to the signal, and N is
the sampling period. By substituting Eq. (8) into Eq. (9), signal
features based on WPT and energy spectrum can be formulated as

XN"1

t¼0

jf tð Þj2 ¼ 1

N

XN"1

f¼0

jcAJ fð Þj2 þ
X

j( J

1

N

XN"1

f¼0

jcDj fð Þj2
2

4

3

5 (10)

where, cAJ fð Þ and cDJ fð Þ are discrete Fourier transformation of
the approximation and the detail coefficients of Jth level,
respectively.

Daubechies wavelets are a family of orthogonal wavelets.
There exists a scaling function for each wavelet type of this class
that generates an orthogonal multiresolution analysis [38]. In next
analyses, some of Daubechies scaling functions are considered as
WPT method with eight levels. The average energy of signals in
each frequency range is calculated as a proper feature which dis-
tinguishes between different sources of fault. The frequency inter-
vals of a vibration signal are presented in Table 2.

In order to capture a good visualization, PCA was applied to
db4 data features from paired sensors fM5, M12g and three fea-
tures with higher singular values were selected and depicted in
Fig. 6. These three classes are almost separable, but some datasets
in the classes’ borders make classification difficult. Figure 7

Fig. 6 Visualization of datasets with db4 extracted features by applying PCA

Fig. 7 Visualization of datasets with db8 extracted features by applying PCA
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shows the same data but with features extracted from db8. It was
observed that it is difficult for classifiers to separate these three
classes completely. By comparing Figs. 4, 6, and 7, we expect that
performance of classifiers in Sec. 4 would be enhanced for data
features extracted from FFT signals. In addition, comparing
wavelet-based features, db4 was determined to be an acceptable
choice for classification and condition monitoring purposes.

4 Feature Analysis Methods

4.1 Multilayer Perceptron. The way the human brain works,
encourages researchers to develop artificial models based on
learning process of a biological neuron. As a result, artificial neu-
ral networks have been developed from a number of richly inter-
connected artificial processing neurons called nodes, integrated in
layers forming a network [39].

In this research, an MLP network was used to process data features
indicating the average energy of signals in each frequency range.
These signals were obtained from FFT and wavelet analyses. The fea-
ture values were normalized to increase the network performance.

The basic structure of an MLP network consists of an input
layer (with neuron numbers equal to the number of features), two
hidden layers, and an output layer (the number of output layer neu-
rons is equal to the number of classes). The best structure of the net-
work is found by searching through neuron numbers of hidden
layers. The tangent sigmoid was chosen as the activation function.
The training of the MLP network is based on the back propagation
algorithm [40]. As test data, 20% of datasets were selected ran-
domly as the test dataset, the rest were used as the train dataset.

4.2 Local Linear Model Tree. As information about the
inner physical model structure of the system is not well-known,
neural networks are embraced for condition monitoring purposes.
The local linear model tree (LOLIMOT) method developed by
Nelles and Isermann [41], is a structure of linear models. These
linear models are identified by an orthogonal divided input space
and properties of each model are represented with radial basis
functions. The input space is partitioned by a tree construction
algorithm. The local models are interpolated by overlapping local
basis functions. The resulting structure is equivalent to a Sugeno-
Takagi fuzzy system and a local model network and can therefore
be interpreted correspondingly. The LOLIMOT algorithm is sim-
ple, easy to implement, and fast.

The local model parameters are calculated using least square
method which leads to decrement of running time of the network and
training procedures. The model structure of LOLIMOT is updated
from one local model to the best adaptive number of local models,
iteratively. The input space of the worst performing local model is
divided in two local models, resulting in a growing number of local
models. This algorithm is stopped when a given number of local mod-
els are reached or the training error falls below a given limit [42].

4.3 Support Vector Machine. The SVM is a novel learning
method based on statistical learning theory which specializes in
the case of a small number of samples. SVM theory is the exten-
sion of the optimal separating plane under linearly separable
condition.

To formulating the problem, it is assumed Xi¼ x1i;x2i;…;xnið ÞT ;
i¼1;…;M; is a sample of x2Rn in the n-dimension space which
belongs to classes I or II. M is the number of data points in the
dataset. For linearly separable data, the hyper-plane described as
Eq. (13) can separate two classes

f xð Þ ¼ wTx þ b ¼
Xn

j¼1

wjxj þ b ¼ 0 (11)

The vector w and the scalar b delimitate the locality of the
hyper-plane. By assigning yi ¼ 1 for the class I and yi ¼ "1 for

the class II, appropriate label is defined for the data point Xi. The
mentioned hyper-plane should satisfy the constraint f xið Þ % 0; if
Xi belongs to the class I and f xið Þ < 0, if Xi belongs to the class II.
For linearly separable case, solving the following convex quad-
ratic optimization problem results in an optimal hyper-plane
which classifies two classes, completely. This convex quadratic
problem keeps the weights of the hyper-plane under mentioned
constraint

minimize c ¼ 1

2
kwk2

subject to yi wTxi þ bð Þ % 1

(12)

For nonlinear classification problem, two classes are not well-
separable due to nonlinearity of the boundary in the input space.
By using nonlinear mapping uðxÞ onto a high-dimensional feature
space, the nonlinearly separable dataset is mapped from the origi-
nal space to a high-dimensional space where dataset is linearly
separable. This nonlinear mapping is called kernel functions
which are usually linear functions, polynomials functions, radial
basis functions, multilayered perceptron, or sigmoid functions
[43].

4.4 K-Nearest Neighbor. The KNN classification method is
one of the most popular and efficient fault detection methods.
Unlike other methods in this research, both train and test samples
are represented in a D-dimensional space according to the value
of each of their features and then, K-nearest neighbors are
selected. In other word, the test cases are classified based on the
Euclidean distance of majority of K-nearest neighbors. However,
all of the computations must be done during test procedure which
makes this method slow for large test datasets. The class with the
most “votes” is selected as the class of a testing sample [44]. By
searching through different neighbors, the optimal number of
neighbors is obtained in this study for K-NN classifiers.

5 Single-Sensor Condition Monitoring

In this part, MLP with two output neurons will be used for con-
dition monitoring purpose where vibration data were measured
from one cylinder. The basic procedure of condition monitoring is
organized as the left part of Fig. 8. Generally, ANNs have been
employed through condition monitoring by training of the net-
work with features extracted from data of both faulty and healthy
conditions. Each dataset has a flag which defines the condition or
class it belongs to. For each fault and sensor location, MLP was
trained and the performance of the network for the test data was
calculated. This process was repeated several times and the aver-
age of the performances (called average correct classification rate
(ACCR)) was calculated and reported in Table 3. Then, the num-
ber of the neurons was changed and ACCR was recalculated.
Based on backward elimination process [45], different subsets of
FFT extracted features were analyzed, and in case of removing
any feature it is listed in sixth column of the table. Validation of
condition monitoring, optimal neuron numbers, and running time
of networks are also reported in Table 3.

In addition, support vector machines were used in this research
for condition monitoring. The classes were separated by one-
against-one approach. For each case of sensor location, perform-
ance of SVM and the best kernel scale for the radial basis function
(RBF) kernel are reported in Table 4. The total time of training
and testing in search of the best kernel scale and also deleted fea-
ture(s) of FFT analysis, based on the backward elimination
method, are written in fifth and sixth columns of the table.

Local linear model trees are another structure that has been
used repeatedly in model-based fault detection. Nonetheless, we
used LOLIMOTs in this problem with similar structures. In search
of optimal number of linear models, correlated features were
removed; therefore, any subset selection procedures are
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unnecessary. The number of linear models and running time of
each sensory condition monitoring are mentioned in Table 5.

In KNN structure, test cases were classified based on the major-
ity of its K-nearest neighbors’ distances. As shown in Table 6, the
closest neighbor of each point is enough for obtaining high per-
formance, because features extracted from FFT signals are well-
separable and uncorrelated.

Figure 9 gives a better standpoint to evaluate performance of
mentioned classifiers. It was shown the KNN structure is a better
choice for condition monitoring of sensors mounted on the intake
manifolds. Also, KNNs are more suitable from “computational
expense” criteria viewpoint based on overall calculated times in
Tables 3–6. Among different sets of features, extracted FFT fea-
tures seemed to be uncorrelated and more linearly separable; in

most cases, it was not required to remove extracted features from
FFT method.

6 Classification and Fault Detection

Classification methods are applied when no prior knowledge of
the relation between symptoms and faults is available. Methods
such as SVM, MLP, LOLIMT, and KNN have been used widely
for fault detection purposes. In this research, the objective is to
determine faulty side of the engine and then the faulty cylinder
with a high correct classification rate using the best classification
method. Figure 9 shows data stream in classification procedure.
Here, “fault side detection” is under consideration and we have
used two classes that determine whether the fault is on the left or

Table 3 Results obtained from running MLP on FFT-based features for a sensory condition monitoring

Measurement
(sensor) location

Fault
location

Average condition
monitoring performance (%)

Numbers of neurons in
first hidden layer of ANN

Numbers of neurons
in second hidden layer of ANN

Average training and
testing time (s)

Deleted
features

M1 C5 100 1 2 22.4083 1
M5 C5 100 1 1 22.9484 —
M11 C5 100 1 1 23.8483 —
M2 C5 100 1 1 20.2418 —
M6 C5 100 1 1 24.8963 —
M12 C5 100 1 1 19.9249 —

Table 4 Results obtained from running SVM on FFT-based features for a sensory condition monitoring

Measurement
(sensor) location

Fault
location

Condition monitoring
performance (%)

Best
kernel scale

Total training and
testing time (s)

Deleted
features

M1 C5 100 0.0853 2.2866 —
M5 C5 100 0.1083 1.4498 —
M11 C5 100 0.1743 1.4533 —
M2 C5 100 0.1374 1.4297 —
M6 C5 100 0.1083 1.4386 —
M12 C5 100 0.1083 1.4272 —

Fig. 8 High-level representation of the proposed algorithms’ architectures
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right side of the engine. Also, sensors are supposed to be placed
on both sides of the engine and the best choice is to mount one
sensor on each side (and on intake manifolds).

Table 7 reports the results of fault side detection using MLP
neural networks. ACCR of each paired sensors was calculated and
the best results based on subset selection are mentioned. The

Table 6 Results obtained from running KNN on FFT-based features for a sensory condition monitoring

Measurement
(sensor) location

Fault
location

Condition monitoring
performance (%)

Best number of
neighbors

Total training and
testing time (s)

Deleted
features

M1 C5 100 1 0.0968 —
M5 C5 100 1 0.1007 —
M11 C5 100 1 0.1040 —
M2 C5 100 1 0.1011 —
M6 C5 100 1 0.0942 —
M12 C5 100 1 0.0945 —

Table 5 Results obtained from running LOLIMOT on FFT-based features for a sensory condition monitoring

Measurement
(sensor) location

Fault
location

Condition monitoring
performance (%)

Best number
of LLMs

Total training and
testing time (s)

M1 C5 95 3 1.6417
M5 C5 100 2 1.2752
M11 C5 100 2 1.2667
M2 C5 100 2 1.2592
M6 C5 100 2 1.3176
M12 C5 100 2 1.2756

Fig. 9 Performance comparison of different structures for the single-sensor condition monitoring purpose

Table 7 Results obtained from running MLP on FFT-based features for classification and fault side detection

Measurement
location

Fault
location

Fault side detection
performance (%)

Numbers of neurons
in first hidden layer

Numbers of neurons
in second hidden layer

Average training and
testing time (s)

Deleted
features

fM5,M6g C5 100 7 9 32.8729 —
fM11,M6g C5 100 2 5 38.3669 9,4
fM1,M6g C5 95 9 7 32.7400 3,1
fM5,M2g C5 100 12 7 31.1036 8
fM5,M12g C5 100 2 3 23.2595 —
fM11,M2g C5 100 5 9 29.6589 —
fM1,M12g C5 98.125 4 2 32.4077 3,8
fM1,M2g C5 99.375 5 3 31.5059 5
fM11,M12g C5 100 3 3 33.2315 —
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Table 9 Results obtained from running KNN on FFT-based features for classification and fault side detection

Measurement
location

Fault
location

Fault side detection
performance (%)

Best number
of neighbors

Average training and
testing time (s)

Deleted
features

fM5,M6g C5 100 2 0.1459 —
fM11,M6g C5 100 2 0.0972 —
fM1,M6g C5 97.5 5 0.0948 3,9
fM5,M2g C5 100 1 0.1081 —
fM5,M12g C5 100 1 0.1176 —
fM11,M2g C5 100 1 0.1173 —
fM1,M12g C5 100 1 0.1203 3
fM1,M2g C5 100 1 0.1001 —
fM11,M12g C5 100 1 0.1086 —

Fig. 10 Performance comparison of different structures for the fault side detection purpose

Table 10 Results obtained from running SVM on FFT1db4-based features by applying PCA for fault side detection

Measurement location Fault location Fault side detection performance (%) Best kernel scale Average training and testing time (s)

fM5,M6g C5 100 0.5736 3.6341
fM11,M6g C5 100 1.1721 3.7871
fM1,M6g C5 100 0.2212 3.7024
fM5,M2g C5 100 0.2807 3.9206
fM5,M12g C5 100 0.4520 3.5777
fM11,M2g C5 100 0.1743 3.6572
fM1,M12g C5 100 0.4520 3.5451
fM1,M2g C5 100 0.9237 3.8256
fM11,M12g C5 100 0.3562 4.0446

Table 8 Results obtained from running SVM on FFT-based features for classification and fault side detection

Measurement
location

Fault
location

Fault side detection
performance (%)

Best
kernel scale

Average training and
testing time (s)

Deleted
features

fM5,M6g C5 100 0.2807 3.8364 —
fM11,M6g C5 100 1.8874 3.7765 —
fM1,M6g C5 97.5 0.1374 3.7592 5,3
fM5,M2g C5 100 0.2212 3.7513 —
fM5,M12g C5 100 0.1743 3.7573 —
fM11,M2g C5 100 0.1743 3.7370 —
fM1,M12g C5 97.5 0.1743 3.7676 —
fM1,M2g C5 100 0.1743 3.8617 —
fM11,M12g C5 100 0.1743 3.7969 —
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classification procedure by SVM and KNN methods is same as
“Single-sensor condition monitoring” section. The results of clas-
sification based on FFT extracted features are listed in Tables 7–9.

In Fig. 10, validity label shows average performance of whole
rows, which is an appropriate indicator of paired sensors’ result.
According to the figure, KNN classifiers are the best choice for
fault side detection purposes; in each set of features, they reach
higher validity with less computational cost. In small size of data-
sets, KNNs still have an acceptable performance.

Between wavelet-based features, db4 gives classifiable features.
Comparing with wavelet-based features, FFT-based features are more
reliable and they lead to higher performances. But still in Tables 7–9,
some features seem to be correlated and data points are nonseparable.
In order to attain higher performance, we require to gain much separa-
ble and rich features: combined FFT and db4-based features. Then,
PCA is applied and reduces number of features, effectively.

Based on Tables 10 and 11, the whitened data provides an
improved separability and the highest performance for detection
of the fault side can be obtained. On the other hand, the complex-
ity of computations and the average running time decrease.

7 Conclusions

A classification-based fault detection system for a high-power
12-cylinder trainset diesel engine was developed and implemented
to pinpoint the combustion faults resulted from abnormal fuel
injection. Vibration signals were analyzed in frequency and time-
frequency domains. PSDs of the vibration signals were calculated
and distinguished between normal and faulty engines. Neverthe-
less, PSDs cannot discriminate the faulty cylinders. Hence, FFT-
based data features were introduced in order to overcome the
problem. Conceptually, these features show the average energy in
selected intervals. Furthermore, WPT-based features were used to
identify the energy difference between normal and faulty condi-
tions. Between wavelet-based features, the db4 of Daubechies
wavelets provided classifiable features in order to enhance perform-
ance of the condition monitoring and fault detection procedures. In
order to analyze the derived features, well-known classifiers includ-
ing SVM, MLP, and KNN were utilized in both “Single-sensor con-
dition monitoring” and “Classification and fault detection”
sections. FFT extracted features were more classifiable and uncor-
related rather than DWT-based features. Therefore, the average per-
formance reached up to 99.72%, based on these features. The
initiative of this research was to introduce well-separable features
based on FFT analyses and to combine these features with db4
extracted features. By applying PCA, the combination of features
raised ACCR to almost perfect percentage. In addition, use of this
feature extraction method resulted in decreasing the complexity of
computations and average running time for fault detection.
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