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1. Background & Motivation

How to design tracking control systems with satisfactory 
performance without exact model knowledge?

• Rapid response
• Stability/robustness/safety guarantee
• Optimality for reduced fuel consumption

Aeronautics          Power systems           Transportation 

Challenge 



3

1. Background & Motivation

Reinforcement learning (RL) 
turns out to be 

the key to this goal!

General goal 
We want to find optimal control solutions
a) Online in real-time
b) Using adaptive control techniques
c) Without knowing the full dynamics

Optimal Control--The Linear Quadratic Regulator (LQR)
if full system dynamics are available. 

Off-line 
design Loop 

system
푥(푘 + 1) = 퐴푥(푘) + 퐵푢(푘)

푢(푘) 푥(푘)Control
퐾

On-line real-time 
control loop−

Satisfactory Performance 

J = 푚푖푛 ∑ 푥 (푖)푄푥(푖) + 푢 (푖)푅푢(푖)

퐴 푃퐵(푅 + 퐵 푃퐵) 퐵 푃퐴 = 푄 + 퐴 푃퐴 − 푃

퐾 = (푅 + 퐵 푃퐵) 퐵 푃퐴



On-line
RL-based
design Loop 

Satisfactory performance
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Problem to be studied

How to achieve Optimal Output Tracking for DT systems via 
Output-Feedback-based Reinforcement learning?

1. Background & Motivation

system
푥(푘 + 1)

= 퐴푥 푘 + 퐵푢(푘)
풚(풌) = 푪풙(풌)

푢(푘) 풚(풌)Control
퐾

On-line 
real-time 
control loop

Reference
풚풅(풌)

−

+
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2. Problem Formulation (From Tracking to Regulation)

Control design by the standard output regulation (full system dynamics)

Augmented system

Problem: 

A fundamental problem of 
detectability (observability) is resulted 
for output-feedback-based design. 

  detectable,  may no  obsert vabe ( ).bleA C

Standard controller 

System to be controlled Reference Tracking error

푟 × 푟

풙(풌 + ퟏ) = 푨풙 풌 + 푩풖(풌)

풚(풌) = 푪풙(풌) 푟 × 푟
풙풅 풌 + ퟏ = 푺풙풅 풌

풚풅 풌 = 푹풙풅(풌)
풚풆 풌 = 풚 풌 − 풚풅(풌)

풛(풌 + ퟏ) = 푭풛(풌) − 푮풚풆(풌)

풖(풌) = −푲풙(풌) − 푯풛(풌)

풆 풌 + ퟏ = 푨풆 풌 + 푩풖풆(풌)
풚풆 풌 = 푪풆(풌)

풖풆 풌 = −푲풆(풌) with 푲 = [푲, 푯]

Feedback gains to be designed
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To ensure the detectability (observability), we design 

Our controller

Our Solution: 
 

 
1. Given , ( ) and ,

  

detect

then ,  is ( )

able observable

detectabl .e observable
p mF T r r

A C



 
2. Given ,
   then ,  is stabiliz

any matrix
 able (controllable).B

T
A

2. Problem Formulation (From Tracking to Regulation)

풛(풌 + ퟏ) = 푭풛(풌) − 푮풚풆(풌)

풖 풌 = −푲풙 풌 − 푯풛 풌 − 푻풛(풌)

Augmented system
풆 풌 + ퟏ = 푨풆 풌 + 푩풖풆(풌)

풚풆 풌 = 푪풆(풌)

풖풆 풌 = −푲풆(풌) with 푲 = [푲, 푯]

New feedforward gain Tz

System to be controlled Reference Tracking error

푟 × 푟

풙(풌 + ퟏ) = 푨풙 풌 + 푩풖(풌)

풚(풌) = 푪풙(풌) 푟 × 푟
풙풅 풌 + ퟏ = 푺풙풅 풌

풚풅 풌 = 푹풙풅(풌)
풚풆 풌 = 풚 풌 − 풚풅(풌)
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2. Problem Formulation

Question: How to use i/o data to learn the optimal 
controller that solves the optimization problem
without exact model knowledge?

*(    ) 풎풊풏 풚풆
푻 풊 푸풚풆 풊 + 풖풆

푻 풊 푹풖풆 풊
풊 풌

풔풖풃풋풆풄풕 풕풐 (  )

A tracking control design problem is now transformed 
into a regulation-based optimization problem. 

Problem
Augmented system

풆 풌 + ퟏ = 푨풆 풌 + 푩풖풆(풌)
풚풆 풌 = 푪풆(풌)

*
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3. Method (State-Feedback Case)

Design the behavior policy

We seek to reconstruct the state using input and output data.

Policy-iteration-based Bellman equation solver in state-feedback form

unknown
푟 = [푥 , 푧̅ ]T

풖 풌 = −푲ퟎ풓(풌) + 흃 풌 − 푻풛 풌
  풛(풌 + ퟏ) =  푭풛(풌) −  푮풚(풌) +   푮흑(풌)
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3. Method (System State Reconstruction)

Reconstruct the state using input and output data.

1. G. Tao, Adaptive control design and analysis. John Wiley & Sons, 2003

1
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3. Method (System State Reconstruction)

Policy iteration-based Bellman equation solver in state-feedback form

unknown
푟 = 푥 , 푧̅
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3. Method (Output-Feedback Case)
Solve the optimal control gain through output feedback 

0 1 1[vecv( ( )), vecv( ( )), , vecv( ( ))]j
j j j T

fK r
K r k K r k K r k  

1 0 1[vecv( ( )) vecv( ( )), , vecv( ( )) vecv( ( ))]Tr f fr k r k r k r k   

Collect the input-output data over [ki,ki+1], i=0,…,f

0 1 1[vecv( ( )), vecv( ( )), , vecv( ( ))]Tu fu k u k u k  

0 1 1[vecv( ( )), vecv( ( )), , vecv( ( ))]Tr fr k r k r k  

0 1 1[vecv( ( )), vecv( ( )), , vecv( ( ))]Tfk k k     

0 0 1 1 1 1[ ( ) ( ), ( ) ( ), , ( ) ( )]Tr f fk r k k r k k r k        

0 0 1 1 1 1[ ( ) ( ), ( ) ( ), , ( ) ( )]Trr f fr k r k r k r k r k r k    

Fig. 1 data processing for off-
policy learning
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3. Method (Learning From Input-Output Data)

The optimal control gain 푅 + 퐵 푃 퐵 푀 퐴 푃 퐵
is uniquely learned from input-output data.

Solve the optimal control gain through output feedback 

1

1

1

1

1

1

1

vecs( )
vec( )
vecs( )
vec( )
vec( )
vec )

,

s(

j

T j

j j
o oT T j

T j

T

T T j

j

T j

M P M

M A P G
G P B
G P G

M A P B
B P B


 













 
 
 
 
 
 
 
 
 
 

  

Solve

rank([ , , , , , ])

1 ( ( 1) ( 1) ( 1))
2

     

u uu

m m p p

m p p m

n n r r r r

n r r n r r

   

 

 

     

  

     

Verifiable criterion for checking how much data. 

Fig. 2 The proposed data processing for 
off-policy learning
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4. Simulation

Reference dynamics

The initial stabilizing control gain as

The learned optimal control gain as

Fig. 3 Convergence of the learned control gain

풙 ퟏ   풂풏품풍풆 풂풕풕풂풄풌;
풙 ퟐ   풑풊풕풄풉 풓풂풕풆;

풙 ퟑ   풆풍풆풗풂풕풐풓 풂풄풕풖풂풕풐풓;
풚 = 풙 ퟐ  풑풊풕풄풉 풓풂풕풆.

F-16 aircraft dynamics after the  discretization



17

4. Simulation

Fig. 4 Output trajectories over the time

Performance 
Improved 

푘 = 51

Model-free
Pre-Collection

Phase

푘 =205 Time
(steps)

Data Collection
Phase

Optimal 
Control
Phase

Data collection
starts 

Data collection
ends
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1. We proposed an output regulation and off-policy 
RL-based controller to formulate adaptive optimal 
output tracking problem for DT systems.

2. We derived a verifiable rank condition to ensure 
the uniqueness of the optimal control gain learned 
from input-output data.  

3. We proposed a model-free pre-collection phase to 
supplement the off-policy learning for DT systems.

5. Conclusion

Adaptive Optimal Output Tracking for DT systems via 
Output-Feedback-Based Reinforcement Learning



20

Thank you


